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Preface

While linguistic theory is in continual flux as progress is made in our ability to under-
stand the structure and function of language, one constant has always been the central
role of the word. On Looking into Words is a wide-ranging volume spanning current
research into word-based morphology, morphosyntax, the phonology-morphology in-
terface, and related areas of theoretical and empirical linguistics. The 26 papers that con-
stitute this volume extend morphological and grammatical theory to signed as well as
spoken language, to diachronic as well as synchronic evidence, and to birdsong as well
as human language. Central concerns of the volume’s authors include morphological
gaps, learnability, increases and declines in productivity, and the interaction of different
components of the grammar.

The contributions in the volume explore linked synchronic and diachronic topics in
phonology, morphology, and syntax (in particular, inflection and cliticization) and their
implications for linguistic theory, and are informed by data from a wide range of lan-
guage families. Languages discussed in the contributions include Ancient and Modern
Greek (Hale, Kavitskaya), Macedonian (Kaisse), Sanskrit, Finnish, and Sakha (Kiparsky),
Middle Indo-Aryan (Deo), Rumantsch (Maiden), Latin and French (Timberlake), Russian
(Spencer), Icelandic and Faroese (Thrainsson), Welsh (Hammond), Hebrew (Bat-El, Hor-
vath & Siloni), Limbu and Southern Sotho (Stump), Lusoga (Hyman & Inkelas), Yidiny
(Round), Japanese (de Chene), and Tsotsil Mayan (Aissen), as well as ASL and other
signed languages (Lepic & Padden, Napoli), as well as English.

The papers are offered as a tribute to Stephen R. Anderson, the Dorothy R. Diebold
Professor of Linguistics at Yale, who is retiring at the end of the 2016-2017 academic
year and who has long been a major figure in several of the fields under investigation
in the volume: phonology and morphology (and the history of scholarship on those
topics), the of morphology-syntax interface, the relation of theory to data, the evolution
of human language and its relation to animal communication systems. The contributors
- friends, colleagues, and former students of Professor Anderson — are all important
contributors to linguistics in their own right. The central contributions that Anderson
has made to so many areas of linguistics and cognitive science, drawing on synchronic
and diachronic phenomena in diverse linguistic systems, are represented through the
papers in the volume.

The papers in Part I of the volume focus on phonology at the level of the word and
below. Ellen Kaisse draws on evidence from literary Macedonian to investigate why
stress assignment is word-bounded, despite the existence of higher-level prosodic inter-
actions — that is, she discusses the reasons why lexical stress is specifically lexical. Dasha
Kavitskaya revisits a robust generalization from work by de Chene and Anderson that
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predicts compensatory lengthening should be structure preserving. She argues that a
class of apparent exceptions to this generalization have independently motivated analy-
ses consistent with the generalization. Juliette Blevins looks at the role of language con-
tact in determining cross-linguistic strategies for the resolution of stop + liquid clusters
through vowel epenthesis as a recurrent feature of loan-word phonology. Erich Round’s
contribution addresses issues of learnability in determining the class of possible gram-
mars. He discusses the implications of word-final deletion in Yidiny (Pama-Nyungan) for
the theory of exceptionality, which he shows cannot be represented in purely phonolog-
ical or purely diacritic terms. Like several papers in the collection, Hoski Thrainsson’s
examines the diachronic underpinnings of synchronic linguistic structure. He uses con-
trastive evidence from alternations in Modern Icelandic and Modern Faroese to argue for
different trajectories in historical change in u-umlaut and accounts for differing degrees
of synchronic productivity and transparency of the umlaut rules in the two languages.
The papers in Part II concentrate on issues in morphological theory, in several cases
also drawing on the interaction of synchronic and diachronic factors. Martin Maiden
argues for the use of comparative and historical evidence in deciding between possi-
ble synchronic interpretations of phenomena. He revisits paradigmatic phenomena in
Rumantsch and investigates whether allomorphy in verb stems is phonologically con-
ditioned or is evidence for paradigm autonomy. Brent de Chene’s paper looks at an
apparent argument for a syntactic approach to derivational stem morphology (as pro-
posed in the theory of Distributed Morphology) in languages like Japanese and shows
that a closer examination of the facts supports the approach defended by Anderson on
which it is just inflectional (and not derivational) processes that lend themselves to a syn-
tactic analysis. Anderson’s A-Morphous Morphology is an item-and-process approach
that takes words to be related to each other by morphological processes; Semitic lan-
guages, with their celebrated triconsonantal roots, were explicitly excluded from the
purview of Anderson’s analysis. In her contribution, Outi Bat-El - invoking data from
both adult and child language — argues that in fact the Anderson-style item-and-process
framework can be naturally extended to provide an empirically grounded account of
word relations in Modern Hebrew, with the word/stem taken as basic and the putative
triconsonantal root seen as a mere residue of phonological elements. Mike Hammond
applies data from English and Welsh to the examination and measurement of morpho-
logical complexity, applying the statistical framework of Input Optimization developed
by Hammond himself in earlier work to questions arising in morphological investigation.
Larry Hyman and Sharon Inkelas (with Fred Jenga) address a different type of question
for morphological theory, the nature of and motivation for multiple exponence. Lusoga,
a Bantu language spoken in Uganda, exhibits multiple exponence of causative, applica-
tive, subjunctive and perfective suffixes and the apparent intermingling of derivational
and inflectional affixation processes, properties which Hyman & Inkelas see as posing
challenges for theories of morphology that seek to minimize redundancy and treat deri-
vation as distinct from (and invariably ordered before) inflection. Finally, Charles Yang’s
paper examines a different issue for morphological theory, that of morphological defec-
tiveness arising when a productive process fails to be recognized by the language learner.

viii



He reconsiders the *amn’t problem - the absence (in most dialects of English) of an in-
flected negation for the first person singular copula — through the lens of his Tolerance
Principle, a corollary of the Elsewhere Principle motivated by the behavior of speakers
with respect to paradigm gaps in English, Russian, Spanish, and other languages. As
in other papers in this section (and in the volume more generally), Yang extends his
view to consider the implications of the processes he describes for language acquisition,
variation, and change.

Part III encompasses a set of issues relating morphology to syntax, drawing on com-
plex synchronic and diachronic evidence from a diverse set of languages. Sandy Chung’s
paper returns to the interaction of causative marking and number agreement in Cha-
morro, which has been recognized as a challenge for the traditional view that inflectional
affixes invariably attach outside derivational ones. While Anderson proposed taking
number agreement to be derivational, Chung argues that the apparent causative prefix
is actually a prosodically deficient verb, thus dissolving the apparent counterexample to
the inflection-outside-derivation while preserving the intuition that number agreement
is inflectional. Another contribution to morphosyntactic investigation in this section is
Randy Hendrick’s argument for analyzing the English preposition of (appearing in de-
gree inversion expressions like more complex of a theory) as a phrasal affix rather than
a syntactic head, thus predicting certain distributional features of the construction and
allowing an explanation of the appearance of of in fractional expressions (one third of a
cup).

Several of the papers in this section examine the nature of clitics. Mark Hale investi-
gates the syntax underlying the distribution of clitics that fall under Wackernagel’s Law,
which describes the tendency of clitics to appear in second (or, now, “Wackernagel”)
position in the sentence. Utilizing diachronic data from Ancient Greek and Indo-Iranian,
Hale provides a detailed examination of cases in which there are multiple demands on a
Wackernagel position and of the devices for resolving those conflicts, ultimately taking
Wackernagel’s Law to be epiphenomenal on other phenomena. Judith Aissen similarly
considers exceptional clitic placement, but in Tsotsil (Mayan); while Hale argues for
syntactic constraints on exceptionality based primarily on Attic Greek, Aissen focuses
on the role of phonology, and in particular prosodic constraints, in the determination
of the placement of clitics on the right periphery (rather than in the syntactically con-
ditioned second position). Like Hale, Deo and Kiparsky examine diachronic shifts in
Indo-Aryan, albeit toward different ends. Ashwini Deo’s article traces the morphosyn-
tax of ergative alignment loss in Indo-Aryan. Anderson and others have While much
work, including a seminal paper by Anderson, has sought to describe how languages
develop ergative case marking, Deo turns the tables by seeking to develop an under-
standing of how nominative-accusative marking can emerge in historically ergative sys-
tems, as in the gradual de-ergativization of Middle Indo-Aryan based on independent
shifts in argument realization in that language. Paul Kiparsky leverages a synchronic
analysis of gerunds and nominalizations across a variety of languages (Vedic Sanskrit,
Finnish, Sakha (Yakut), English) to argue for a lexicalist rather than syntactically derived
analysis of agent nominalizations; gerunds, on the other hand, are argued to be verbal

ix
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at all levels of the syntactic derivation. Thus, we have a neatly symmetrical system:
while gerunds are verbs that bear a Case feature (via their INFL head), transitive nomi-
nalizations (pace Baker) are nouns with an Aspect feature. The final two papers in the
(Morpho)syntax component of the volume bear on the status of inflectional morphology
within the general theory of grammar. Like other authors in the volume, Andy Spencer
takes as a jumping off point Anderson’s “split morphology” hypothesis — the view that
derivational morphology is lexically mediated while inflectional morphology is syntac-
tically mediated. Along with the gerunds and nominalizations explored in Kiparsky’s
contribution, another test case for this view is posed by participles. Spencer investigates
Russian participles and other transpositions utilizing a generalized version of Stump’s
Paradigm Function Morphology. He concludes that while the participle’s actual lexical
entry is that of an adjective (as lexicalist theory predicts), it realizes the verbal proper-
ties of voice/aspect, sharing the semantic properties and lexemic index of its verbal base,
just as in the case of verb inflection. In his paper, Greg Stump focuses on the viabil-
ity of Anderson’s conception of rule block for inflectional processes within a grammar
and on rule interaction. His evidence is provided by multiple exponence in Limbu, a
Tibeto-Burman language of Nepal, and by polyfunctionality in Southern Sotho, a Bantu
language of southern Africa. He develops principles of rule conflation that are indepen-
dently motivated and converge to explain the outcome when a single rule participates
in more than one block.

The volume concludes with a set of papers that explore linguistic theory from a broad
perspective, while also extending the issues of words and rules from the structure and
evolution of spoken language to the properties of signed languages and birdsong. Mark
Aronoff, who is (along with Anderson) a key figure in the development of word-based
morphology, turns his attention here to the mismatch between the nature of linguistic
rules and that of biological evolution (despite the influence of the results of neogram-
marians on Darwin and other prime movers in the establishment of the principles of
natural selection). This mismatch led Saussure to abandon his earlier productive fo-
cus on diachrony in favor of a single-minded characterization of synchronic linguistics.
Aronoff borrows Gause’s principle of competitive exclusion from evolutionary ecology
as a means for reviving the evolutionary approaches of Saussure and his 19th century
predecessors. Besides the dichotomy of diachrony and synchrony, Saussure is also cel-
ebrated for his distinction between langue and parole, the latter notion often dismissed
by generative linguists as a matter of peripheral interest. Alan Timberlake revisits Saus-
sure’s treatment of the shift in stress rules from Latin to French and points to the crucial
role of parole in accounting for the relevant shifts not only in that case but in the al-
ternations dictating the appearance of intrusive /r/ (the idear of it) and reanalysis (a
napron > an apron) in English. The papers by Newmeyer and Horvath & Siloni recon-
sider theoretical issues in generative grammar and its rivals. While parameters have
long been adduced in grammatical theory as a means to account for cross-linguistic
variation, Fritz Newmeyer’s paper re-examines the role of parametric explanation and
argues that despite its success in leading generative scholars to the discovery of cross-
linguistic generalizations, macro- and micro-parameters rest on shaky ground empiri-



cally and conceptually in current theoretical scholarship. Newmeyer goes on to survey
some promising alternative approaches for capturing the relevant insights. Julia Hor-
vath and Tal Siloni compare two theoretically distinct approaches to idioms. They argue
that the distributional differences between phrasal and clausal idioms with respect to the
diatheses with which they co-occur represent a serious problem for the approach of Con-
struction Grammar, which treats linguistic knowledge as a network of stored construc-
tions, while generative grammar, which allows for a computational system (providing
unstored derivational outputs) as well as a storage module, is more capable of offering
an empirically adequate account of these phenomena.

The of iconicity in sign languages representations is explored in the papers by Lepic &
Padden and Napoli. On the a-morphous theory of word structure proposed by Anderson,
the word and not the morpheme is the fundamental building block of morphology. As
earlier posited by Jackendoff and Aronoff, the task of Word Formation Rules is analysis
rather than creation; the speaker’s knowledge encompasses the complex relationships
among the words in her lexicon. Ryan Lepic and Carol Padden provide further support
for this theory by drawing on the properties of lexical iconicity (and the gradual loss of
iconicity) in American Sign Language. Donna Jo Napoli’s paper also deals with iconic-
ity in non-spoken linguistic modalities, although she extends her domain from ASL to a
wide range of the world’s signed languages. She uncovers biologically motivated “chains
of iconicity” consisting of mappings from perceptual systems into visual realizations that
evolve along semantic lines, a natural development that helps explains why unrelated
signed languages exhibit similar signs for abstract concepts. The final contribution is
by Louis Goldstein, a pioneer in the development of articulatory phonology, a gesture-
based approach to the problem of how messages in the mind of the sender are transferred
to the mind of the receiver through actions of the body. In his paper, Goldstein explores
the ways such messages are conveyed by humans (through spoken or signed words) and
by birds; his study demonstrates that despite their real and instructive differences, bird-
song, like speech, is a complex motor behavior with an essential role played by temporal
patterning.

The word has always been at the crux of descriptive and theoretical research on phon-
ology, morphology, syntax, and semantics. By looking into words, the contributors to
this volume shed light on both specific subfields and the interfaces among them, on how
languages work and how they change over time. The papers in this volume, in address-
ing linguistic structure and linguistic relationships, help further our understanding of
individual languages and of language as a unified phenomenon.

Xi
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Chapter 1

Between natural and unnatural
phonology: The case of cluster-splitting
epenthesis

Juliette Blevins
The Graduate Center, CUNY

A widely recognized feature of loan-word phonology is the resolution of clusters by vowel
epenthesis. When a language lacking word-initial clusters borrows words from a language
with initial #TRV sequences, T an oral stop and R a liquid, it is common to find vowel
epenthesis, most typically vowel-copy, as in, for example: Basque <gurutze> ‘cross’ from
Latin <cruce(m)>; Q’eqchi’ <kurus> ‘cross’ from Spanish <cruz> ‘cross’, or Fijian <kolosi>
‘cross’ from English <cross>. The phonological rule or sound change responsible for this pat-
tern is sometimes called “cluster-splitting epenthesis™ #TRV; > #TV(;)RV;. The most widely
accepted explanation for this pattern is that vowel epenthesis between the oral stop and the
following sonorant is due to the vowel-like nature of the TR transition, since #TRV; is per-
ceptually similar to #TV ;) RV;. A fact not often appreciated, however, is that cluster-splitting
epenthesis is extremely rare as a language-internal development. The central premise of
this chapter is that #TRV; in a non-native language is heard or perceived as #TV;RV; when
phonotactics of the native language demand TV transitions. Without this cognitive compo-
nent, cluster-splitting epenthesis is rare and, as argued here, decidedly unnatural.

1 Introduction

Diachronic explanations have been offered for both natural and unnatural sound pat-
terns in human spoken languages. Building on the Neogrammarian tradition, as well
as the experimental research program of Ohala (e.g. 1971; 1974; 1993), it is argued that
natural sound patterns, like final obstruent devoicing, nasal place assimilation, vowel
harmony, consonant lenition, and many others, arise from regular sound changes with
clear phonetic bases (Blevins 2004, 2006, 2008, 2015; Anderson 2016). Unnatural sound
patterns, in contrast, cannot be explained in terms of simple phonetic processes. Case
studies of unnatural patterns show more complex histories: in some cases more than one
natural change has been collapsed; in others, a natural change is reanalyzed or inverted;

Juliette Blevins. 2017. Between natural and unnatural phonology: The case of
cluster-splitting epenthesis. In Claire Bowern, Laurence Horn & Raffaella Zanut-
I tini (eds.), On looking into words (and beyond), 3-16. Berlin: Language Science Press.
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in still others, analogy has extended a sound pattern whose origins are morphological,
not phonological; and combinations of all of these paths can also be observed (Bach
& Harms 1972; Anderson 1981; Buckley 2000; Vaux 2002; Blevins 2008b,a,c; Garrett &
Blevins 2009; Anderson 2016).

However, typological study of regular sound change reveals certain kinds of sound
change that are neither wholly natural nor wholly unnatural. For example, the shift
of *#kl > #tl, documented in at least three different language families, appears to have
a natural basis in perception, since [kl] and [tl] clusters are acoustically similar and
confused with each other. However, the rarity of this sound change is associated with
structural factors: misperception of [kl] as [tl] is strongly associated with the absence
of phonological /tl/ clusters in a language. In this case, the absence of a sound pattern,
/tl/, influences cognition, making listeners more likely to perceive [kl] as [t]] (Blevins &
Grawunder 2009). The presence of a contrast can also facilitate particular types of sound
change. As first argued by de Chene & Anderson (1979), compensatory lengthening
sound changes are strongly associated with pre-existing vowel length contrasts. This
statistical tendency is argued to arise from phonetically natural vowel lengthening in
pre-sonorant and open syllable contexts (Kavitskaya 2002), combined with the cognitive
effects of structural analogy, where pre-existing categories act as attractors in the course
of language acquisition (Blevins 2004: 150-155 and Kavitskaya, this volume).

In this contribution, I offer another example of regular sound change that is neither
wholly natural nor wholly unnatural, and highlight the role of human cognition in cases
where it has occurred. Cluster-splitting epenthesis is of interest, not only because of its
rarity as a regular sound change, but in how it advances our understanding of sound
patterns compared to 20th century models (Anderson 1985), and emphasizes the extent
to which historical linguists, phonologists, and phoneticians still need the cognitive sci-
entist (Anderson 2001).

2 Cluster-splitting epenthesis in loanword phonology

A widely recognized feature of loanword phonology is the resolution of clusters by vowel
epenthesis. When a language lacking word-initial clusters borrows words from a lan-
guage with initial #TRV sequences, T an oral stop and R a liquid, it is common to find
vowel epenthesis, most typically vowel-copy, as illustrated in (1).!

If loanword phonology is taken as evidence for properties of phonological grammars
(Hyman 1970), a phonological rule describing this pattern can be stated as in (2).

! For these and other examples, see: Blevins & Egurtzegi (2016) on Latin loans in Basque; Casparis (1997)
on Sanskrit loans in Indonesian; Campbell (2013) on Colonial Spanish loans into Mayan languages; and
Kenstowicz (2007) on Fijian loanword phonology. A reviewer notes that some varieties of Q’eqchi’ permit
initial /CR/ clusters. Proto-Mayan had only *CVC syllables, and Mayan kurus arguably reflects borrowing
of Colonial Spanish cruz into a language which lacked initial CR clusters.
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(1) Cluster-splitting epenthesis in loanword phonology

a. Source language Latin crucem  ‘cross’
Target language Basque gurutze ‘cross’

b. Source language Sanskrit klesa ‘defilement’
Target language Indonesian kelesa  ‘indolent’

c. Source language Spanish cruz ‘cross’
Target language  Q’eqchi’ kurus ‘cross’

d. Source language English cross ‘cross’
Target language  Fijian kolosi ‘cross’

(2) Cluster-splitting vowel-epenthesis
#TRVi — #TV(l)RVI

Within the structuralist and generative traditions detailed in Anderson (1985), the lo-
cus of explanation for this type of epenthesis lies in phonotactic differences between the
source language and the target language. Under this general account, the speaker of the
target language hears a word pronounced in the source language, constructs a phono-
logical representation with an initial #TR cluster based on this hearing, but then alters
this phonological representation in line with the phonotactics of the speaker’s native
language which lacks initial #TR clusters (e.g. Broselow 1987; It6 1989).

Typological studies of loanword phonology and advances in our understanding of
speech perception have given rise to 21st century treatments of these patterns that are
more explanatory in accounting not only for a “repair” but for the specific type of sound
pattern that results. At present, the most widely accepted explanation for the sound
pattern in (2) combines two new findings in speech perception, one related to percep-
tual similarity, and the other related to perceptual illusions. A first component of the
analysis is that vowel-epenthesis between the oral stop and following sonorant is due to
the vowel-like nature of the TR transition (Fleischhacker 2001; 2005; Kang 2011; Berent
2013; Broselow 2015). Fleischhacker (2001; 2005) argues that the general pattern is de-
termined by perceptual similarity: initial TR clusters are more perceptually similar to
TVR than VTR. An important aspect of her work is the distinction between initial #TR
clusters and initial #sT clusters, which rarely show vowel-splitting epenthesis, and defy
purely phonotactic accounts. A second component of the analysis relates to specific
structural differences between the source and target languages. Under the perceptual ac-
count, perception of #TR by native speakers of languages that lack initial #TR is biased:
these speakers will tend to hear a vowel between the oral stop and the following liquid,
even if no vowel is present. Experimental work supporting the existence of illusionary
vowels for Japanese speakers presented with CC clusters was presented in Dupoux et al.
(1999), and has been supported by much subsequent work (see Peperkamp & Dupoux
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2002; Kang 2003; 2011; Kabak & Idsardi 2007; Davidson & Shaw 2012), including a range
of studies showing vowel percepts in TR clusters (Berent 2013, and works cited there).?

Given this evidence, one might conclude that the sound pattern described in (2) is
both natural and common, having a clear phonetic explanation (Blevins 2004; 2008b;
2015). As a natural, phonetically-based sound pattern one might expect many instances
of reconstructed word-initial *TR clusters to be resolved by a sound change parallel to
the synchronic rule in (2). A sound change of this kind might be even more common
than expected on phonetic grounds due to markedness proposals stating that complex
onsets are less preferred than simple onsets (Prince & Smolensky 1993; Kager 1999). As I
show below, these expectations are not borne out, suggesting that cognitive bias in the
context of novel stimuli plays a central role in cluster-splitting epenthesis.

3 Cluster-splitting epenthesis as regular sound change

Very few well-studied and widely agreed upon proto-languages are reconstructed with
initial *TR clusters at the oldest stages. One exception is Proto-Indo-European, recon-
structed with *TR clusters as well as other initial cluster types (Fortson 2010: 64—65).
Some widely agreed upon Proto-Indo-European reconstructions with initial *TR clus-
ters are shown in (3).

(3) Word-initial “TR in Proto-Indo-European
a. “gras- ‘eat’ Cf. Vedic grasate ‘eats, feeds’, Greek grastis ‘green
fodder, grass’, Latin gramen (< *gras-men) ‘grass, fod-
der’

b. *preki- ‘ask’  Cf. Vedic prcchati ‘asks’, Latin precor ‘I entreat’, Ger-
man fragen, Tocharian B prek-

c. “trejes ‘three’ Cf. Lycian tri-, Vedic trayas, Greek treis, Avestan
Orayo, Latin tres

The Indo-European language family is relatively large, relatively diversified, and rela-
tively well-studied in comparison with other language families of the world. According
to Ethnologue, there are approximately 445 living Indo-European languages at present,
and linguists agree that the major subgroups of Anatolian, Indo-Iranian, Greek, Italic,
Celtic, Armenian, Tocharian, and Balto-Slavic have had long independent developments.
If cluster-splitting vowel-epenthesis in (2) has a natural phonetic basis in perceptual sim-
ilarity as outlined above, then a sound change like (3) might be expected to have occurred
numerous times in the Indo-European language family.

(4) Cluster-splitting vowel-epenthesis as sound change
#TRVi > #TV(I)RVI

2 This approach is not agreed upon by all researchers. See Uffmann (2007) and Hall (2011) for discussion.
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However, cluster-splitting vowel epenthesis as a regular sound change is rare in the
Indo-European language family. *TR clusters are inherited intact in all of the major
subgroups, and sound changes affecting these clusters at later stages of development are
of distinct types (e.g. palatalization of *] in Romance *TI clusters; loss of *p in Celtic).

Indeed, within the entire Indo-European language family, there appears to be only
one clear instance of a regular sound change like (3).> The sound change in question
appears to have occurred in relatively recent times, in the transition from Middle Per-
sian to Modern Persian (aka New Persian, Farsi, Dari, Tajiki), or, perhaps more generally,
from Middle to Early New Iranian.* While the specific sound change is rarely stated as
in (3), it is implied. For example in their chapter on modern Persian and Tajik phonology,
Windfuhr & Perry (2009: 427-428) describe the language as having syllable onsets con-
sisting of only a single consonant, and note that “The inherited initial clusters have been
resolved by prothetic or epenthetic vowels, either of which could become standardized,
e.g. st-: star ‘star’ > setare/sitora, br: bradar ‘brother’ > baradar/barodar...” (Windfuhr &
Perry 2009: 428). The epenthesis process described is identical to that schematized in (3),
and it is also characteristic in loanword phonology, on which much more has been writ-
ten (see, e.g. Strain 1968, Karimi 1987). Illustrative examples comparing Middle Persian
inherited clusters to Modern Persian #CVC sequences are shown in (5).

(5) One case of cluster-splitting epenthesis in Indo-European: Modern Persian

Middle Persian Modern Persian  gloss PIE

a. bradar baradar ‘brother’ *bhréh, ter-

b. griftan gereftan, ‘grab, take’  *g"rebh,-
giriftan

c. draxt daraxt ‘tree’ “drew- ‘wood’

d. griy- geri- ‘to cry’ *g"reh,d-

A second case of cluster-splitting epenthesis sound change is found in the Siouan-
Catawba language family, a small group of languages in North America that includes
Crow, Hidatsa, Mandan, Lakota, Dakota, Assiniboine, Yanktonai, Stoney, Sioux Valley,
Chiwere (aka Iowa-Missouria-Otoe), Hoocak (aka Winnebago), Omaha-Ponca, Ponca,
Kanza/Kaw, Osage, Quapaw, Biloxi, Ofo, Tutelo, Saponi, Catawba and Woccon. The
diachronic process known as Dorsey’s Law (Dorsey 1885) is a sound change taking Proto-

3 Fortson (2010: 302-303) mentions evidence for a sound change similar to cluster-splitting epenthesis in
Oscan, an extinct Italic language known from inscriptions from approximately 400 BC - 100 CE, as in
aragetud ‘with money’ (cf. Lat. argento) and sakarater ‘it is consecrated’ (cf. Lat. sacratur). However, the
*rg cluster continued in aragetud was arguably heterosyllabic R.T (as opposed to tautosyllabic TR) and
initial TR clusters are continued intact in Oscan as in tristaa, triibum, prifatted (op cit.).

4 In his discussion of East and West Iranian dialectology, Windfuhr (2009: 21) states the reflexes of initial
#CC-clusters as showing a distinct areal distribution: “insertion of a short vowel, CVC-, along the Zagros,
including the NW tier I from Kurdish, Zazaki to the SW Fars and Larestan dialects, as opposed to initial
vowel, VCC-, elsewhere”, while in the east, Balochi and most East Iranian languages allow initial clusters.
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Siouan *TRV to #TV;RV; in Hoocgk (aka Winnebago).> Examples from Rankin et al.
(2015) are shown in (3).

(6) One case of cluster-splitting epenthesis in Siouan: Dorsey’s Law in Hoocak

Chiwere = Hoocak Proto-Mississippi-Valley  gloss

a. églyij  waki/kynynj *kryri ‘forget’

b. glé keré *kre ‘go back to’
c.wa/bra  ru/purt ‘plough’ “pra ‘powder’

While the time-depth of Siouan-Catawba is thought to be 2,000-3,000 years (Parks &
Rankin 2001), Hoocak and Chiwere are considered to be closely related and even some-
times treated as dialects of a single language (Miner 1979).° Given this, Dorsey’s Law
must be a relatively recent development.

Outside of the Persian and Hoocak cases, it is difficult to find convincing cases of
cluster-splitting epenthesis as a diachronic development. And here lies the central point
of interest. Given that cluster-splitting epenthesis is common in loanword phonology
(2), and appears to be a natural phonetically-motivated process, why is it rarely attested
as a regular sound change? Why, out of more than 440 Indo-European languages, is
there only one clear case of a #TRV; > #TV(;)RV; sound change? And how should we
understand the Siouan sister-languages Chiwere and Hoocak, where Chiwere continues
#TRYV, but Hoocagk does not?

I'suggest that cluster-splitting epenthesis is neither wholly natural nor wholly unnatu-
ral: non-phonetic structural and cognitive factors are involved. The structural condition
is that cluster-splitting epenthesis occurs only when speakers of a language that lacks
initial TR clusters begin to acquire a language that has initial TR clusters. It is only under
this circumstance that the perceptual illusion of #TRV as #TVRV arises (cf. Dupoux et al.
1999), with this perceptual illusion constituting the cognitive catalyst for phonological
change. An important component of this model is that regular sound changes of this
kind will only occur under special types of language contact, where speakers dominant
in a language that lacks initial consonant clusters suddenly (or without extensive expo-
sure) acquire a language with #CR-clusters.” If extensive exposure occurs, perceptual
illusions of phantom vowels will weaken, lowering the probability of epenthesis as reg-
ular sound change. Let us now evaluate this proposal with respect to the two cases of
diachronic cluster-splitting epenthesis documented above.

> Dorsey’s Law also refers to the resulting synchronic sound pattern in Hoocak. It also applies to medial
clusters. Since the syllabification of medial TR is ambiguous cross-linguistically, discussion is limited here
to initial #TR where, at least utterance-initially, sequences constitute unambiguous complex onsets.

® Miner (1979: 25) begins his article with the statement that: “Winnebago and Chiwere ... are, in spite of
their geographical separation in historical times, very closely related and enjoy a high degree of mutual
comprehensibility” He also notes on the same page (footnote 1) that “Winnebago-Chiwere is sometimes
referred to in the literature simply as Chiwere.”

7 For a similar proposal regarding paragoge (final vowel insertion), see Ng (2015), a dissertation supervised
by Steve Anderson.



1 Between natural and unnatural phonology: The case of cluster-splitting epenthesis

Modern Persian phonology has had significant influence from Arabic and Turkic. Ara-
bic loans constitute about half of the lexicon, and some estimate that of the most frequent
vocabulary, at least 25% is Arabic (Perry 2004; 2005). Turkic loans also exist and there is
a long history of Persian-Turkic bilingualism as well as Turkic “Persianization”. Could
acquisition of Persian by Arabic or Turkic speakers be the source of Modern Persian
cluster-splitting epenthesis? I believe the answer is yes. More specifically, I suggest
that the Persianization of Turkic people, such as the one occurring during the Ghaz-
navid dynasty (977-1186), and extending over large parts of Iran, was a critical factor in
the evolution of cluster-splitting epenthesis in Modern Persian. Turkic languages have
phonotactics that appears to be most important in triggering cluster-splitting-epenthesis:
they disallow complex onsets in word-initial position (and elsewhere). Under this sce-
nario, Middle Persian underwent rapid phonological change, as it was acquired by na-
tive speakers of Turkic languages across Iran. How early the process began is unknown,
though it could have begun as early as the 10th century when Turkic speakers came to
the area, or in the 11th and 12th centuries, when a large migration of Oghuz Turks re-
sulted in the gradual “Turkification” of Azerbaijan and Anatolia (Frye 2004). Key (2012),
who focuses on morphosyntactic effects of contact, suggests that Turkic influence may
date from the Safavid state (1501-1736) “the rulers of which were Persianized Turks who
spoke a variety of Middle Azerbaijanian that might actually have been a mixed language
incorporating Ottoman elements (Stein 2005: 228).”8 Frye (2004) presents a distinct view
of the Safavids as Turkicized Iranians, but most seem to agree that it was the post-Islamic
migration of Turks, as opposed to Arabic speakers, that had the most linguistic influence
in the area: “ ...the Turks who came, especially beginning from the tenth century, moved
in sufficient numbers to change the linguistic map of the whole area. (op cit.)”

Though Classical Arabic also disallows onset clusters, there are several reasons to
doubt Arabic as the source of cluster-splitting epenthesis in Modern Persian. First, ev-
idence from early loans into Classical Arabic shows common prothetic vowels, with
epenthesis the exception (cf. Arabic 7iklil ‘crown , wreath’ from Syriac klilo, Arabic
Ziglim ‘region’ from Greek klima; but also Arabic dirham ‘money’ from Greek drakhmi;
Bueasa 2015). Second, the influence of Arabic on Middle Iranian languages came, primar-
ily, through translation of religious texts into Arabic, and through acquisition of Arabic
by writers and thinkers who used it as a prestige language. This socialization process
was notably different from the Persianization of Turkic people referred to above, and
resulted in significant loans, but no obvious evidence of Arabic influence on Persian
grammar.

I hypothesize that cluster-splitting epenthesis in the history of Persian arose as a result
of contact between speakers of Turkic languages, which did not allow complex onsets,
and speakers of Middle Iranian languages with initial #TR-clusters. As Turks became
Persianized, they acquired Persian (and, perhaps, other Middle Iranian languages). In
this process, cognitive effects of CV(C) syllable structure resulted in the perception of
illusory vowels in #TR-initial words (cf. Dupoux et al. 1999), giving rise to the change in

8 Key’s (2012) study of differential object marking in Turkic and Persian identifies Iranian Azerbaijan as an
isogloss for this feature.
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pronunciation schematized in (3). Under this account, the rarity of sound changes like
(3) is attributed to three factors: first, initial #TR clusters are relatively stable over time,
s0 (3) is unexpected as a language-internal development; second, a sound change of this
kind requires contact between two distinct language types, one language which lacks
complex onsets and another which has word-initial #TR; a third factor is the nature of
the language contact involved, which must include social factors that demand rapid and
full acquisition of the language with #TR clusters despite minimal previous exposure.’
Only when these last two conditions are met will cluster-splitting epenthesis occur as a
regular sound change.!

Can the same hypothesis involving language contact of a very specific type account
for the evolution of Dorsey’s Law in Hoocgk (Winnebago)? I believe so. Oral histories
suggest that the split between Hoocak, traditionally spoken between Green Bay and
Lake Winnebago in present-day Wisconsin, and Chiwere, once spoken south and west
of Hoocak territory, occurred sometime in the mid-16th century, a time-line consistent
with the great similarity between the two languages.!! This would make the mid-16th cen-
tury the earliest time at which Hoocgk could have developed cluster-splitting epenthesis,
an innovation not found in Chiwere (3). By the time Jean Nicolet made contact with the
“Ho-Chunk” in 1634, with an estimated population of 8,000 or more, their culture was
very similar to that of surrounding Algonquian tribes, they were completely encircled by
speakers of Algonquian languages, and the language had a significant number of borrow-
ings from Central Algonquian languages (Radin 1990; Pfister 2009: 17).1 I suggest that
sometime between the mid-16th and mid-17th centuries, (pre-)Hoocgk was acquired by
speakers of neighboring Algonquian languages. Since none of the Central Algonquian
languages had initial #TR clusters, cognitive effects of #CV(C) syllable structure resulted
in the perception of illusory vowels in #TR-initial words (cf. Dupoux et al. 1999), giving
rise to Dorsey’s Law. As with the contact scenario sketched for Modern Persian above,
the evolution of cluster-splitting epenthesis is associated not only with these structural-
cognitive factors, but also with a specific type of language contact: external social factors
demanding rapid and full acquisition of a language, (pre-)Hoocak, with initial #TR clus-
ters by speakers of a language Central Algonquian language with only simple #C-onsets
word-initially.

9 This process is distinct from creolization, since the starting point here is not a pidgin. Interestingly, many
Creoles show initial complex onsets (Klein 2013), consistent with the view here, that they are relatively
stable, and not particularly “marked”.

10 An anonymous reviewer notes that if future generations have access to the donor language, and that
language is prestigious, one may see a shift involving adoption of the donor phonotactics.

1 Though the homeland of the Siouan-Catawba language family is widely debated, oral histories and arche-
ological remains are consistent with (pre)-Hoocak occupation of land between Green Bay and Lake Win-
nebago (in present-day northeast Wisconsin) in pre-contact times.

12 By the late 1650s, the Hoocak population may have been as few as 500 people, with great cultural dev-
astation. This drastic decrease in population is attributed to a storm-related accident, epidemics (due to
European contact), and/or battle losses to neighboring tribes (Edmunds 1978; Radin 1990).

10



1 Between natural and unnatural phonology: The case of cluster-splitting epenthesis

4 Concluding remarks

The typology of sound change may seem like an odd place to uncover significant evi-
dence of cognitive forces that are independent of universal phonetics, or evidence against
widely assumed markedness constraints.”® Yet, this study of cluster-splitting epenthesis
as regular sound change suggests that typological studies of this kind may illuminate
our understanding of the role of human cognition in shaping sound patterns, and the
extent to which general aspects of memory, category formation, similarity metrics, and
analogy contribute to their evolution (Blevins & Blevins 2009). Contrary to widely as-
sumed markedness constraints treating all complex onsets as marked or dispreferred,
the typology of sound change suggests that word-initial #TR clusters are phonotacti-
cally stable. On the other hand, in the rare cases where these clusters undergo regu-
lar cluster-splitting epenthesis, this epenthesis is not a simple case of “syllable-repair”.
Rather, native-language #CV-structure in language-contact situations results in the per-
ception of phantom vowels which take on phonological status when speakers of #CV-
initial languages must quickly, and with little earlier familiarity, acquire a language with
#TR clusters. This, I suggest, was the original situation of Turkic speakers acquiring Per-
sian, and of Central Algonquians acquiring Hoocak. Unlike many other common sound
patterns, regular cluster-splitting epenthesis does not have a simple phonetic explana-
tion, and is not known as a purely language-internal development. By examining other
sound changes with this profile, we may, unexpectedly, learn even more about the hu-
man mind.
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Chapter 2

The domain of stress assignment:
Word-boundedness and frequent
collocation

Ellen Kaisse
University of Washington

Phenomena that a theory of the human
language faculty ought to accommo-
date might well happen never to be
attested because there is no course of
change or borrowing by which they
could arise. (Anderson 1992: 336)

The linguistic literature treats hundreds of processes that apply between adjacent, open class
content words. Overwhelmingly, these processes are local, segmental adjustments applying
between the last segment of one word and the first segment of the next, such as voicing or
place assimilation. Most other kinds of processes are profoundly underrepresented. Notably,
iterative processes that eat their way across words such as vowel harmony, consonant har-
mony, or footing (assignment of rhythmic stress) typically do not extend beyond the word
or count material outside the word when locating a particular stressable syllable, such as
the penult. This result becomes more understandable when one considers how processes
are phonologized from their phonetic precursors. Precursors are articulatorily or percep-
tually motivated and are strongest in temporally adjacent segments; they lose their force
as the distance between segments increases, so there are no strong precursors for iteration
outside of a word. Furthermore, frequent repetition leads to phonologization (Bybee 2006).
Any content word in a lexicon occurs next to any other content word much less frequently
than do roots plus their affixes, hosts plus clitics, or any combination that includes at least
one closed class item. So we should expect roots and affixes or hosts and clitics to be much
more common as domains for stress assignment or other iterative rules than are strings of
independent lexical items. In this paper, I concentrate on the near non-existence of stress
assignment rules that span a domain larger than a morphological word plus clitics. We look
at one revealing case that does treat some pairs of content words as a single span: stress
assignment in literary Macedonian (Lunt 1952). The spans involve frequent collocations —

Ellen Kaisse. 2017. The domain of stress assignment: Word-boundedness and
frequent collocation. In Claire Bowern, Laurence Horn & Raffaella Zanuttini
I (eds.), On looking into words (and beyond), 17-41. Berlin: Language Science Press.
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groups of already frequent words that are frequently heard together, sometimes to the ex-
tent that they have developed a lexicalized meaning. The other interword Macedonian cases
involve closed class item such as prepositions and interrogatives. Finally, we consider ev-
idence that rhythm can be evidenced statistically in the syntactic choices speakers make
(Anttila, Adams & Speriosu 2010; Shih 2016), concluding that there may be rhythmic pres-
sures from the lexicon to make phrases eurhythmic as well as eurhythmic pressures from
phrases that can be phonologized to create rules of lexical stress assignment.

1 Introduction: what kinds of processes are postlexical
and where do stress rules fit in?

Some types of phonological processes seem always to apply solely within a single word,
not taking into account any material in adjacent words, while other types can apply
between words. In work to appear (Kaisse Forthcoming) I surveyed the literature on
lexical (word-bounded) and postlexical (non-word-bounded) rules, sampling about 70
careful descriptions of non-tonal processes that make up their focus and environment
from material that spans more than one content word.! Only a few involve anything
other than strictly local adjustments between the last segment of one word and the first
segment of the next. They might require agreement in voicing, place of articulation, or
other features. Or they might avoid onset-less syllables by deleting or desyllabifying a
word final vowel when the next word begins with a vowel, or by moving a word final
consonant into the onset of the next, vowel-initial word. (1) contains some fairly familiar
examples from Spanish. (1a) illustrates postlexical voice assimilation of /s/ to [z] before
voiced consonants and assimilation of continuancy (/g/ — [y] and /b/ — [B]) after that
/s/; (1b) shows place assimilation of a nasal to a following consonant and the retention
of an underlying stop after non-continuant /n/; (1c) shows reduction of hiatus; and (1d)
shows resyllabification of a word-final consonant:

(1) Spanish (personal knowledge)
a. /los ‘gato-s bjen-en/ — [loz 'yatoz Bjenen]
the cat-pL come-3pL
“The cats are coming
b. /bjen-en ‘gato-s/ — [bjener ‘gatos]
come-3PL cat-PL

‘Cats are coming

1 Some tonal processes are well known to span large numbers of syllables, both within and between words
(Hyman 2011), though many are also word-bounded. In Kaisse (forthcoming) I endorse David Odden’s (p.c.
2015) speculation about the long- distance behavior of tonal adjustments in Bantu languages, which offer
the most numerous and robust examples of processes where several tones in one word can be affected by
a distant tone in an adjacent word. Odden cites the perceptual difficulty of locating tone in Bantu, with its
long words and subtle cues for tone, and tone’s low functional load there, since only H, not L tone needs
to be marked.
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c. /ten-o ‘otro-s/ — [tep otros]
have-1sG other-rL
‘Thave others.

d. /tjen-es ‘otro-s/ — [tje.ne.'so.tros]
have-2sG other-rL

“You have others’

Really, any local adjustment that is found within words can be found between words.
This exuberance of types is probably due to the fact that most phonologized processes
start life as natural local effects and these effects are not sensitive to grammatical in-
formation but rather to temporal adjacency (Kiparsky 1982 et seq.). However, I found
almost no vowel harmony processes that extended into an adjacent content word, no
consonant harmony processes (Hansson 2010), and, crucially for the current paper, no
stress rules with a domain larger than the morphological word or the morphological
word plus clitics. Compare the familiar types of examples in (1) with the fanciful ones in
(2), where something resembling the English rule that constructs moraic trochees from
the end of a word takes a whole noun phrase as its domain, resulting in feet that span
syllables belonging to different words and in wide-scale allomorphy:

(2) Fanciful English with noun phrase as initial domain of footing

a. X
(<)
/taj ni dag/
[ tajnidag]
‘tiny dog’

X
(x . Xx .)
/tajni krten/
[ tajnikiran]
‘tiny kitten’
C. X
)x I)x )
/taj ni p1 1a na/
[ taj nipe'rans]
‘tiny piranha’

In this paper, I will describe the continuum of stress behavior of cohering and non-
cohering affixes (i.e. affixes that do and do not interact phonologically with their bases),
clitics of varying degrees of stress-interaction with their hosts, compound words, and the
one detailed presentation of a stress rule I have encountered where initial stress assign-
ment takes some strings of content words and treats them as a single domain, ignoring
any stress the component words might otherwise have in isolation. That case comes
from literary Macedonian (Lunt 1952; Franks 1987; 1989).
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Before continuing, I should make it clear that there are many rhythmic adjustments
that do apply between content words — cases like the Rhythm Rule in English (Hayes
1984) which is responsible for the retraction of the secondary stress in , Japanese language
(vs. Japanese) or Mississippi 'mud vs. Mississippi. These kinds of cases are postlexical
and involve prosodically self-sufficient content words that have had their own stresses as-
signed lexically, independent of the larger context in which they find themselves. There
is then a rhythmic adjustment that demotes or moves a nonprimary stress in order to
avoid stress clash. Like the invented example (2), the Macedonian case that I will look
at instead involves assigning a single antepenultimate stress to a string of two content
words which, in other syntactic contexts, would each receive a stress of their own. Often
the single stress does not fall on any of the syllables that would have been stressed in
isolation. This is clearly different from the way a rhythm rule works.

Another example of postlexical stress adjustment, as opposed to the first pass of stress
assignment, involves compound stress rules. Again, these are not relevant to my claim
that pairs of content words are almost never the domain of the first pass of stress as-
signment. The most well-known of these compound stress rules, like that of English,
also simply adjust the relative primary stresses of the members, rather than treating
them as a single unit for the lexical footing process. Thus, if we put together linguistics
and scholar we get linguistics scholar, with the primary stress of scholar subordinated
to that of linguistics, but we do not stress the whole string as a single prosodic word,
which might result in antepenultimate stress falling on the last syllable of the first mem-
ber, with the bizarre (for English) output lingui'stics scholar. We shall see, however, that
occasionally languages (such as Modern Greek) do take compound words as the initial
domain of stress assignment. So while prosodically independent content words are not
commonly the domain for the first pass of stress assignment, some languages stretch
that domain to include both members of a compound word.

Yet another aspect of the postlexical adjustment of stress is offered by Newman’s (1944:
28-29) insightful early discussion of stress domains in Yokuts, pointed out to me by
an anonymous referee. Nouns and verbs maintain their lexical stresses in connected
speech but function words tend to lean on them and to lack stresses of their own, and
the faster the speech, the bigger the phrasing groups and the fewer the perceived stresses.
Newman’s description is perforce rather general and impressionistic, but it summarizes
well the plasticity of postlexical stress adjustments, which favor cliticization of function
words and variable rhythmic groupings dependent on tempo and number of syllables.?

While truly grammaticized rhythmic stress assignment almost never takes an initial
domain beyond a word and its affixes and clitics, there are now known to be gradient
rhythmic effects that extend beyond the word. They simply don’t seem to be able to
rise to the level of phonologization in that larger domain. Martin (2007), Anttila, Adams
& Speriosu (2010), and Shih (2016) have found that vowel harmony (Martin) and opti-
mization of rhythm can have statistical reflections in Turkish compound words and in

2 I cannot tell from Newman’s description how content words that are not nouns or verbs might behave. I
tentatively conclude that he is referring only to lack of stress on function words in rapid connected speech,
not to complete loss of stress on open class modifiers or other content words.
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English word order. That is, to use Martin’s felicitous phrasing, lexical generalizations
that are part of the grammar can “leak” into larger domains, causing statistical prefer-
ences for outputs that are consonant with the phonology of a language’s words. I would
add that it is hard to know what the primary direction of leakage really is: the leakage
Martin and Shih posit from smaller domains to larger ones probably co-exists with the di-
rection of larger-to-smaller domain phonologization, which I posit in Kaisse (Forthcom-
ing) and which is the staple view of Lexical Phonology and its descendants (Kiparsky
1982; Bermudez-Otero 2015) and of most traditional approaches to sound change. In
Kaisse (Forthcoming) I used the example of the phonetic precursor of vowel harmony,
namely the vowel-to-vowel coarticulation that peters out as one gets farther away from
the source vowel (Ohman 1966; Ohala 1992; Flemming 1997), which can be grammati-
cized within words because stems and their affixes are in frequent collocation (Bybee
2006)%. Classical Lexical Phonology postulates this one-way direction (from postlexical
and variable or gradient to lexical and regular and obligatory), but there is no reason
that once a rule is lexicalized, it cannot then generalize postlexically again (Kaisse 1993).
One can imagine a feedback loop, where small postlexical variation in favor of alternat-
ing stresses and avoidance of stress clash starts to be phonologized as iterative footing,
while iterative footing starts to make syntactic phrases that are eurhythmic more desir-
able as choices for speakers in real time.

There is a continuum of likely domains for foot-construction. Selkirk (1995), Peper-
kamp (1997) and Anderson (2011) demonstrate that there are various types of clitics that
range from more to less rhythmically cohesive (interactive) with their hosts. I will extend
the continuum, showing that in literary Macedonian (Lunt 1952; Franks 1987; 1989) the
lexical stress rule assigning antepenultimate stress has stretched its domain to include
even two content words, but only when they are in frequent collocation and, in some
of the cases, have taken on a more lexicalized, semantically less compositional meaning.
This is the “exception that proves the rule” In general, only the supremely frequent col-
location of a closed class bound morpheme - an affix — with another affix or the root
it can attach to provides the frequent collocation that allows for phonologization. How-
ever, occasionally even two content words can appear together so frequently that they
become subject to the first pass of the lexical stress rules of the language; they act like a
single word for the purposes of building a foot at the edge of a word. Clitics and function
words in Macedonian also form part of the initial domain for this foot-building. This ac-
cords with the general observation that the phonology of clitics is like the phonology of
affixes in many cases — they are ‘phrasal affixes’ (Anderson 1992). Clitics are usually less
cohering than stem-level affixes but, as we shall illustrate in §2, there are even a few that
act like they are inside the phonological word for the purpose of foot-construction. But
basic foot building algorithms do not typically extend beyond the morphological word.

3 Barnes (2006) cites Inkelas et al. (2001) for evidence that phonetic vowel-to-vowel coarticulation is prob-
lematic as a simple, unaided source for vowel harmony. Their argument comes from Turkish, where antici-
patory phonetic effects are stronger than perseveratory ones, but the phonologized harmony system is per-
severatory. He instead attributes the phonologization of vowel harmony to vowel-to-vowel coarticulation
coupled with lengthening of the trigger syllable and paradigm uniformity effects allowing longer-distance
effects on distant affixes.
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Occasionally they extend even less far than that, as in the case of non-cohering (stress
neutral) suffixes of English, and occasionally they extend into the larger phonological
word, which can include clitics and other function words that can have stressless vari-
ants - i.e. be prosodically deficient, in Anderson’s (2011)’s terms. Indeed, the failure of
an affix to participate in the lexical footing domain is one of the main ways in which
non-cohering affixes have been defined. Note for instance that Chomsky & Halle (1968:
84fF) use the term “stress neutral” for the group of suffixes which, to anticipate the later
interpretation of their intentions, are outside the prosodic word. These suffixes, which
include all the inflectional affixes, as well as a number derivational affixes such as #ly,
#ness, agentive #er, #ful, and many others, not only fail to affect stress but also don’t
induce word-internal rules like Trisyllabic Shortening and Sonorant Syllabification. (See
Kiparsky 1982 for a full discussion of Trisyllabic Laxing and Kaisse 2005 for a summary
of the characteristics of English cohering suffixes.) Indeed, we might ask why stress
is one of the most typical diagnostics for cohering suffixes, and not only in English. I
would speculate that rhythm is hard to grammaticize as a phonological process with-
out frequent repetition of the same strings. Like clitics, word-level suffixes have less
stringent subcategorization restrictions. Fabb (1988), which we will discuss in a bit more
detail in §2 discovered that the possible combinations of English stem-level suffixes with
other suffixes or with roots are very restricted. On the other hand, word-level suffixes
can combine freely with many suffixes and words, and therefore are not in as frequent
collocation as the stem level ones, which are heard over and over again with the same
preceding morpheme, be it an affix or a root. Clitics are even less demanding of the
preceding host — indeed in some cases, such as special clitics, the host can belong to any
part of speech and can even be a phrase — so they are less likely to be phonologized as
part of the stress domain. But because they are prosodically unable to stand on their
own, they must lean on a host and thus may sometimes be phonologized as part of the
stress domain.

2 Clitics and the stress domain continuum

There has been considerable attention paid to the various ways that clitics — prosodically
deficient items that must lean on a host in some fashion — interact with the lexical stress
assignment rules of a language and fall into their domain. I will summarize some recent
results here because I believe that the insights from clitics can help us understand how
compound words and even some phrases can come to behave in the same way as clitics
do with respect to their hosts.

It is worth reviewing some of the typical diagnostics of clitics (paraphrased from
Zwicky & Pullum 1983):

(3) Characteristics of clitics

a. clitics have a low degrees of selection with respect to their hosts; affixes have
a higher degree of selection.
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b. affixed words are more likely to have idiosyncratic semantics than host +
clitic combinations

c. affixed words are treated as a unit by the syntax while hosts plus their clitics
are not.

To these we can add that while the boundary between a root and stem-level (cohering)
affix is the most favorable position for phonological interactions to occur, and the boun-
dary between base and word-level (non-cohering) suffixes somewhat less favorable, cli-
tics are sometimes phonologically even less connected — less cohesive — with their hosts;
they might fail, for instance, to undergo vowel harmony, the last segment of their hosts
might undergo word-final devoicing, as if there were no following segment, and as we
shall see, in some languages, the clitics might not be visible to the lexical stress rules or
at least to the first pass of those rules.

Beginning with Anderson’s (1992) classification of clitics as phrasal affixes as a foun-
dation, Selkirk (1995) and Peperkamp (1997), elaborated in Anderson (2011), propose a
hierarchy of clitic types. Ranked from least-cohering to most cohering with respect to
phonological interaction with their host, we have the continuum in (4):

(4) The clitic continuum
prosodic word clitic > free clitic > affixal clitic > internal clitic

a. Prosodic Word Clitic b. Free Clitic
PPh PPh
PWd PWd PWd
Host  Clitic Host  Clitic
Affixal Clitic Internal Clitic
PPh PPh
Pwd Pwd
Pwd Host  Clitic

Host  Clitic

Intuitively speaking, we know that clitics usually fall somewhere in between the phono-
logical cohesiveness of stem-level, highly cohering affixes and the phonological non-
cohesiveness of independent prosodic words. But in this elaborated hierarchy, not all cl-
itics do. There are clitics termed ‘internal’ by Selkirk that act, at least for some processes,
exactly like stem-level affixes. We will extend this notion to the compound words of
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Modern Greek and the extended stress domains of Macedonian — these involve normally
prosodically independent words that nonetheless act as a single domain and receive one
stress as if they were a single word. On the other end, there are clitics that Selkirk
terms ‘prosodic word clitics;’ these are forced in some cases to behave like independent
prosodic words despite their underlying prosodic deficiency. In (5), I illustrate the in-
ternal type with the example of verbal clitics in Formentera Catalan (Torres-Tamarit &
Pons-Moll 2015), where the whole verb-clitic complex is used to assign moraic trochees
from the right. This can result in no stress falling on the verb stem itself if there are
two monosyllabic clitics (5d) or one monosyllabic clitic followed by a clitic consisting
of a single consonant that makes a heavy syllable (5e). The raising of the root /o/ of the
imperative verb in (5b-5e), which only occurs to unstressed mid vowels, suggests that
stress is not assigned cyclically to the root and then again to the host-clitic complex, but
rather all in one go to the entire string:

(5) Formentera Catalan (Torres-Tamarit & Pons-Moll 2015) internal clitics

/kompr-a/

a. kompr-a
buy -2sc.amp
‘Buy!’

b. kumpr-a =1
buy -2sG.iMP=3sG.Mm.AcC
‘Buy it/him!’

c. kum’pr-s =n
buy  -2SG.IMP=PART
‘Buy some!’

d. kumpr-a =mo =l
buy -25G.1MP=1SGDAT=3SG.F.ACC
‘Buy it/her for me!’

e. kumpr-o =ms =l

buy -25G.IMP=1SG.DAT=3M.ACC

‘Buy it/him for me!’

Internal clitics meet the criteria of low selection, predictable semantics, and so forth,
but phonologically they are unusual - they act like stem-level affixes. The situation in
Formentera is similar to that described for Lucanian Italian clitics by Peperkamp (1997).
Formentera and Lucanian internal clitics are wholly included within the phonological
word and count from the outset in the calculation of where a right edge trochaic foot
should be built.

More generally speaking, internal clitics are prosodically deficient words that act more
cohesively in their phonological interaction with their host than their other characteris-
tics would suggest they should. This is captured in Selkirk’s framework by having them
form a single prosodic word in combination with their host. Their hallmark is that they
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are stressed and generally processed by the word-bounded on the first pass, acting just
like a stem-level affix. This means that they can never receive a second stress all their
own, but they may happen to be in position to take the stress of the whole host-clitic
string, as illustrated in the Formentera form (5d) [kumpra="moa=1s], where the clitic /ma/
receives the penultimate stress for the whole host-clitic complex. I suggest that we can
profitably extend this insight onto bigger, more independent words than clitics. We will
see in §3 that Modern Greek treats the otherwise independent pieces of a compound
word as a single domain for stress assignment — a comparatively rare phenomenon. And
Macedonian (§4) treats prepositions, even polysyllabic ones, as a single stress domain
with their objects and treats certain common collocations of adjective + noun as a single
stress domain as well. To put it another way, one occasionally encounters situations
where a pair of words that should be expected to be prosodically independent can act
like ‘internal words, parallel to the notion of internal clitics. I will link this unusual phe-
nomenon to frequency of collocation. The more exemplars there are of a string of words,
repeatedly heard together, the more likely they are to be internalized as a rhythmic group
and to be reified as a domain for the assignment of a single stress.

At the other end of the continuum of independence of clitics lie the Prosodic Word
clitics, which receive postlexical treatment as independent prosodic words even though
they are underlyingly prosodically deficient. They are illustrated by the prevocalic clitics
of Bilua (Obata 2003, reported in Anderson 2011), where preconsonantal proclitics are
normally free - they are outside the domain of stress assignment, which targets the first
syllable of the word:

(6) Bilua (Obata 2003, Anderson 2011: 2004) free clitic

o= 'PouPae=k =a
3sG.m=kill =35G.FEM.OBJ=TNS
‘He killed it.

When a host word begins with a vowel, however, the usually stressless clitics instead
take on a derived prosodic word-hood of their own and receive an independent stress:

(7) Bilua (Obata 2003, Anderson 2011) PWd clitic under duress
‘o= ‘odie=k =a
3sG.M=call =35G.FEM.OBJ=TNS
‘He called her’

In this case, the clitic is forced to act like content words do normally.

A referee has expressed some doubt about the proper analysis of Bilua clitics and, by
extension, whether the category of prosodic clitics needs to exist at all. But it is useful to
suspend our skepticism and contemplate such an entity because it illustrates the oppo-
site side of a prosodic coin. The putative prosodic clitics are elements that are inherently
prosodically deficient, but that can be forced under certain circumstances to act as in-
dependent prosodic words with their own stress. Macedonian nouns and adjectives in
certain frequent collocations are inherently prosodically independent elements that can
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be forced under certain circumstances to act as prosodically deficient pieces of a single
prosodic word, as are the words that make up a compound in Modern Greek.

To complete the hierarchy, there are clitics whose characteristics of independence
place them between internal and Prosodic Word clitics. The affixal clitics and the free
clitics are probably the ones that linguists are most used to encountering. An affixal
clitic shows some prosodic independence from its host: it is not included in the domain
of footing on the first pass. In Selkirk’s framework it forms a recursive prosodic word
with that host, and it therefore may receive or induce an additional stress or stress shift
once it is included in a second pass of stress assignment. When word stress falls on the
penult or antepenult of a content word, we find an additional stress added to a string
of clitics if they can form a foot, as shown in the third column of (8) (Binary footing is
indicated with parentheses.):

(8) Neapolitan Italian (Peperkamp 1997) affixal clitics
a. ‘'konta 'konta=lo (konta)=("ti=1ls)
tell.imp tell.imp=it tell. IMP=you=it
b. ‘'pettina pettina =lo  (petti)na=(ti=lls)
comb.IMP comb.iMP=it comb.iMP=you=it

Neapolitan Italian treats the morphological word, sans clitics, as the basic, initial domain
of footing, but clitics are partially cohering, falling into a larger domain that still follows
the basic principles of word-internal stress assignment. In Neapolitan, if the stress as-
signed to the clitic sequence clashes with the stress of the host, the host’s stress is lost:

(9) Neapolitan Italian (Peperkamp 1997) affixal clitics with clash reduction
fa fal  =Ils fa ='tti =llo
do.mp do.amp=it do.1mMP=you=it

The parallel for us here is that the pieces of compound words and larger phrases usually
receive stress treatment individually for their component parts, but a postlexical pass
of stress assignment can promote, move, or demote one of the stresses once the two
elements are considered together in a larger domain. In English compounding, as we
have mentioned, the component prosodic words each receive a lexical stress but the
rhythm of the two is adjusted when they come together, promoting the first stress to
primary:

(10) English compound
lin'guistics department — lin'guistics de partment

And in English phrases, which typically have the most prominent stress on the final
content word, the Rhythm Rule (Hayes 1984) adjusts the tertiary and secondary stresses
of the first word in that phrase to avoid stress clash with the primary stress.
(11) English phrase
X X
X X X X
(x ) x ) (x ) (x )

[Japanese] [language] — [Japanese] [language]

26



2 The domain of stress assignment: Word-boundedness and frequent collocation

The last type of clitic we need to discuss is ‘free’ Such clitics simply do not interact
with their host for the purposes of stress assignment. They are not themselves indepen-
dent prosodic words but do not fall inside of any prosodic word and thus are invisible
to every pass of footing. For instance, Barcelona Catalan verbs (Torres-Tamarit & Pons-
Moll 2015) show the same stress whether or not they have enclitics, and the stress can
fall three or even four syllables from the end of the word, in contravention to the gen-
eralization that there is a three-syllable final stress window and that stress is typically
penultimate.

(12) Barcelona Catalan (Torres-Tamarit & Pons-Moll 2015)
a. 'kompr-a
buy -2sc.amp

‘Buy!

b. '’kompr-a =mo =lo
buy -25G.IMP=1SGDAT=35G.F.ACC
‘Buy it/her for me!’

c. 'kompr-a =ms =l

buy -25G.IMP=1SGDAT=3SG.M.ACC

‘Buy it/him for me!’

The parallel for larger units is this: in §4.4 we will see that while some Macedonian
prepositions are inherently stressless and are included in a stress-assignment domain
with their objects (i.e. they are ‘internal’), others always remain stressless and do not
form a domain with their objects (i.e. they are free).

Even though stress is very often iterative within a word and its stem-level affixes, it
can be unable to cross even the relatively weak boundary of a word level suffix. Consider
for instance the lack of movement of stress from the base in English words suffixed by
word-level suffixes such as #hood and #1y, and the concomitant location of stress outside
the lexically mandated window of the last three syllables:

(13) English
a. 'dialect#hood (c.f. 'dialect, 'dialect-al)

b. 'manifestly (c.f. 'manifest, manifes'tation)

If even an affix can be outside the domain of stress assignment and other phonological
processes, it is not surprising that stress assignment often does not count clitics on the
initial pass (or ever), let alone treat them as single domain compound words, words
plus function items leaning on them, or the strings of prosodically independent content
words.

Let us tie these increasingly unlikely domains for stress assignment to frequency of
collocation. Cohesive affixes are typically less productive and more selective with respect
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to the stems they combine with than are non-cohesive affixes, which are somewhat clitic-
like. There is thus a hierarchy of selectiveness tied to frequency of collocation:*

(14) Hierarchy of selectiveness

« stem-level cohering affixes

» word-level non-cohering affixes

+ clitics

« compound words

« words in fixed expressions

+ collocations involving closed class items, such as prepositions, even if they
are polysyllabic

» truly novel or unpredictable collocations that are clearly not listed in the
lexicon

For instance, Fabb (1988) discovered that the English stem-level adjective-forming suf-
fix -ous has very narrow sectional restrictions. It cannot attach after any other affix at
all. It’s clear that -ous is stem level because it affects the stress of its base (‘moment,
mo 'mentous), triggers Trisyllabic Laxing (‘0men, '0minous) and meets the various other
tests for cohesion in the literature. Similarly, the stem-level adjective-forming suffix -
ic attaches only after the suffix -ist (capitalistic), and the stem-level adjective-forming
suffix -ary attaches only after the suffix -ion (revolutionary). On the other hand, word-
level adjective-forming #y can attach productively to virtually any noun (chocolate#y, or
protein#y, recently heard on a yoghurt commercial), and it can occur in novel coinages
after most other noun-forming suffixes (musi-cian#y, profess-or#y.) Like clitic-host se-
mantics, the meanings of words with word-level affixes are usually transparent. Finally,
notice that ‘chocolate#y has primary stress in the same place as the base 'chocolate, even
though, if ‘chocolate is pronounced with three syllables, stress in 'chocolate#y falls in an
otherwise impossible pre-antepenultimate position. The same is true for 'manifestly (13b).
Non-cohesive affixes are in a sense invisible to the lexical phonology of the language and
can violate various of its requirements.

Clitics are even less selective than word-level affixes. For example, many Romance,
Greek and Slavic clitics attach to any verb and after any set of affixes. Similarly, the
English contracted auxiliary =s can be found leaning leftward on words of almost any
category.

(15) English
a. That man’s a linguist;

b. The thing you are leaning on’s not safe;

c. What you think’s not important;

4 A referee raises the excellent question of “whether this hierarchy predicts an implicational typology of
stress domains, e.g. if a language treats compound words as a single stress domain, then clitics and all
affixes should be parsed within the same stress domain as their host” I do not know the answer to this
question, though it does seem to be true for Modern Greek (discussed for instance in Anderson 2011 as
having affixal clitics which affect the stress of their hosts) and for Macedonian.
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d. Skin that looks pink’s an indication of good circulation.

And both within compounds and within sentences almost any word can be followed by
almost any other word — there are almost no selectional requirements. However, some
words belong to closed classes — prepositions, relative and interrogative elements, and
other function words and therefore will recur sequences more frequently. This cline lines
up with the likelihood of two elements being taken into a single stress domain.

The hierarchy in (14) will take us through the extended domain cases of Macedonian,
where prepositions — even polysyllabic and semantically rich ones — are unstressable on
their own, always forming a stress domain with their complements or being unstressable,
and where frequent collocations of content words, particularly involving frequent words
or collocations with unpredictable or frozen semantics, are stressed as if they were single
words.

3 Compounds and the stress domain continuum

The continuum of domain size we have observed for clitics continues outward into com-
pounds. To review, there are clitics of various sorts: the ‘internal’ type which is con-
sidered in the first pass of stress assignment, the more familiar type which figures in a
second pass that takes into account previously assigned stresses, and a third, free type,
which is never counted for stress. My impression is that it is even more uncommon
to find compound words - i.e. words made of otherwise prosodically independent ele-
ments — forming a single domain for the first pass of footing. Rather, as we noted earlier,
members of a compound are rather like affixal clitics, where a postlexical instantiation
of rhythm may adjust the stresses on the basis of the newly available material but does
not erase earlier, lexically assigned footing. But this is not always the case.

Modern Greek demonstrates the comparatively rare type of compounding where a
compound word is stressed as a single domain. It has been shown instrumentally by
Athanasopoulou & Vogel (2014) that the well-known traditional description, sharpened
in Ralli (2013), of a single, usually antepenultimate primary stress, is correct. The stress
is placed without regard to where the stresses would fall in the individual members in
isolation. A compounding morpheme -o is often inserted at the end of the first member
(replacing any final inflectional ending) and stress falls on one of the last three syllables
of the whole compound, most commonly the antepenult:

(16) Modern Greek (Athanasopoulou & Vogel 2014; Ralli 2013)

a. lik -os
wolf-M.sG.NOM
b. 'skil-os

dog-m.sG.NOM
c. lik -o-  skil-o
wolf-cMpD-dog-N.SG.NOM

‘wolfhound’
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d. 'riz -i
rice-N.SG.NOM

e. 'yala
milk

f. riz-o- vyal -0
rice-cMPD-milk-N.SG.NOM

‘rice pudding’

Tokyo Japanese (Poser 1990; Kubozono 2008) has a similar phenomenon whereby a single
pitch accent is assigned within a compound based, they argue, on foot structure.

A referee points out that English compounds, especially those ending in the element
-man, can sometimes have only a single stress, reminiscent of the Greek case here and
of some Macedonian cases to come. While I have not found a published study on this
phenomenon, Language Log (Liberman 2015) has an informative post that discusses the
unstressed, hence reduced, final vowels in such words as fireman, clansman, gentleman
versus the full final vowels in words like caveman, handyman, and weatherman. A lively
set of reader responses about which words have a schwa versus the expected compound
stress and full final vowel seems to lead to the conclusion that the longer a -man com-
pound has been in English, the more likely it is to have a single stress. The situation here
may be the demotion of a compound to a single word over time rather than a Greek-like
treatment of a compound word as a single stress domain, but it falls under the general
rubric of familiarity breeding unitary stress domains. However, the reader consensus is
that there is no simple connection to actual contemporary frequency in the behavior of
-man.

I had believed that the Greek case was as far as regular stress domains ever extend.
However, there is at least one case I am now aware of where the domain extends into
some combinations of prosodically independent words — Literary Macedonian.?

4 Enlarged stress domains in Macedonian

4.1 Overview

We have seen that while stem level affixes virtually always are taken into account in
the first pass of foot building, many languages have stress neutral word-level affixes like
English #ly, #ness, that are not part of the stress domain. Indeed, stress neutrality seems
to be arecurrent, if not definitional characteristic of non-cohesiveness. This suggests that
rhythm is not easily maintained or phonologized over large domains. Continuing along
this cline, we saw that there are clitics of various sorts, some of which are considered
in the first pass of stress assignment, some in a second pass that takes into account
previously assigned stresses, and some of which are never counted for stress. Finally, we
saw that compound words are only rarely the domain of initial footing.

5 I am very grateful to Ryan Bennett for bringing case to my attention.
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A survey of stress assignment, beginning with the compendious Hayes (1995) con-
firms the general impression that stress-assigning processes are lexical, not postlexical.
But there is an exception, well-known among Slavicists, that in a sense proves the rule.
Macedonian as described by Lunt (1952) and Koneski (1976) (analyzed in generative terms
by Franks 1987; 1989 can build initial feet over certain units larger than the word. The
example treated by Lunt and Koneski comes from what is termed ‘Literary Macedonian’
At first I was concerned that this might be an artificial language and that the cases of
large domain stress could be the creation of scholars. However, Lunt (1952: 5-6) and
Franks (1987) explain that the literary language is simply a pan-dialectal creation-by-
commission that takes features from several western and central dialects but does not
invent them. The large domain stress effects are found in several dialects, though some
of the details differ from spoken dialect to spoken dialect.

Literary Macedonian has regular antepenultimate stress:

(17) Literary Macedonian (Lunt 1952; Franks 1987; 1989)

a. beseda
lecture

b. be'seda-ta
lecture-DEF

c. vo'denitfar
miller

d. vodenitfar-i -te
miller  -PL-DEF

As is usual in such systems, monosyllables are stressed and disyllables are stressed on
the penult. (See Halle & Vergnaud 1987: 53 for a full analysis.) But some syntactically
complex strings can be stressed as single units, termed ‘enlarged stress domains’. These
domains are not, for the most part, unfamiliar to phonologists, as they involve poten-
tially prosodically deficient function words such as negative or interrogative particles
and pronouns plus the following word. However, there are also some strings of modi-
fiers plus nouns. There are also polysyllabic propositions, which are cross-linguistically
unlikely to be prosodically deficient (i.e., to be clitics), yet are stressed as a unit with
their objects. I summarize Lunt’s list in (18):

(18) Literary Macedonian enlarged domains (Lunt 1952: 23-25)

a. monosyllabic words which have no accent of their own, both proclitic and
enclitic. The proclitics include personal pronouns, particles and prepositions.
The enclitics include definite articles and certain indirect personal pronouns.

b. the negative particle plus the verb, and any elements that fall between them,
such as the present tense of the verb ‘to be, even though these normally have
their own accent.

c. the interrogatives meaning ‘what, ‘how, ‘where, and ‘how many, plus the
following verb, and any stressless elements between them.

31



Ellen Kaisse

d. prepositions and their pronominal objects.

e. prepositions “when used with concrete, spatial meanings” “and in a number
of set phrases” when their object is non-definite.

f. a numeral and the noun it modifies.

g. some combinations of adjectives and the nouns they modify.

Let us begin with (18g), which is the most typologically unusual. We will return to the
also-surprising prepositions 18d) in §4.3.

4.2 Prenominal adjectives

It is worth quoting Lunt’s remarks about the combination of adjectives and nouns in
their entirety.

The combination of adjective+substantive under a single accent is common to many,
but not all, of the central dialects on which the literary language is based, and in
any case it is not productive. Such a shift of accent is impossible if either the noun
or adjective come from outside the narrow sphere of daily life. Therefore this usage
is not recommended. Conversational practice is extremely varied. Place names
tend to keep the old [i.e. single domain, antepenultimate-EMK] accent... Often used
combinations tend to keep the single accent: ‘soured milk’ [yoghurt], ‘dry grapes=
raisins’, ‘the left foot, ‘the lower door, ‘(he didn’t see a) living soul’. Still one usually
hears [the words stressed as separate domains]. Only with the numbers and perhaps
a few fixed phrases [dry grapes] is the single stress widespread in the speech of
Macedonian intellectuals. (Lunt 1952: 24-25)

What we should note then, is that open class content words are only grouped into a
single stress domain when the words are frequent (“narrow sphere of everyday life”),
especially when such words are also in frequent collocation with one another (“often-
used combinations”). And even though this system arose in some of the dialects on
which the new literary language was based, it apparently is not easily learned. Lunt
here reports that the single domain stress on attributive adjective plus noun has not
been taken up by the educated speakers who adopted it.

Franks (1987; 1989) combines Lunt’s examples with those of Koneski (1976) and others
he and colleagues elicited. Here are several representative ones, including those men-
tioned in the above quotation.

(19) Literary Macedonian (Lunt 1952; Franks 1987: 989)

a. dolna'ta porta
lower gate

b. kiselo mleko

sour milk

‘yoghurt’
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C. suvo grozje
dry grapes
‘raisins’

d. Cr'vena voda
red water

‘name of a village’

e. 'star ffovek
old man

f. nova'ta kukia
new  house

The examples in (19) are not argued to be compound words by the various sources, prob-
ably because they have the regular syntax of noun phrases and many such as (a), (e)
and (f) have compositional semantics; however, they are strings that that are in frequent
collocation and may have come to take on a specialized, less predictable meaning. Given
the silence of the sources on the question of compound versus phrase, perhaps the most
noncommittal and appropriate term for them is Erman and Warren’s (2000) “prefabs.”
Prefabs are not idioms or lexicalized compounds with unpredictable meaning and pecu-
liar syntax but simply common and conventional collocations that can be stored in the
lexicon while having compositional meaning and normal syntax.

The matter of whether a string of words that occur together frequently is a compound
or a phrase is a vexed one, even for well-studied languages like English. (See Plag et al.
2008 for an overview of the controversy.)

4.3 Another compound or adjective-noun case

Ryan Bennett informs me that some dialects of Modern Irish show a similar phenomenon
in their adjective plus noun pairs. For instance, Mhac An Fhailigh & Eammon (1968)
states for the dialect of Erris that while such a phrase typically has word stress on
each element, frequent collocations can show a single stress. Thus the infrequent ['drax
xladsx] ‘bad shore’ has stress on each member, but [[an vian] ‘old woman,” has only a
single stress. Mhac An Fhailigh calls these ‘loose’ versus ‘close’ compounds, rather than
phrases vs. compounds, but does not give clear criteria for what defines a compound
versus a phrase. I have not yet found an extended description of this phenomenon in
Irish so I mention it only in passing here.

The adjective plus noun enlarged domains of Macedonian (and perhaps of Erris Irish)
are the exception that proves the rule — phrases are not normally the domain of stress
assignment. If what leads to phonologization of rhythmic tendencies within words is
frequent collocation, it is gratifying that the only extensively described example of an
enlarged domain that I could find is one involving frequent collocation of common words,
and it is consistent with my hypothesis that the Erris Irish seems to accord with the
same generalization. But Lunt tells us that the Macedonian example is hard to learn
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and is being eliminated over time. Stress rules really don’t like to apply outside a single
content word, its affixes (or some of them) and, sometimes, its clitics.

4.4 Macedonian prepositions and their objects

The stress behavior of prepositions in Macedonian is also worth looking at in a bit of
detail. Since prepositions are the heads of phrases and especially since they can be poly-
syllabic in Macedonian, one might expect they would be independent prosodic words
on their own. Looking at a more familiar case, English monosyllabic prepositions like
to and for are optionally proclitic on their complements, but polysyllabic prepositions
like behind and above are not. But Macedonian prepositions, regardless of their apparent
prosodic heft in terms of syllable count, never receive stress as a domain on their own.
They are, apparently, as prosodically deficient as clitics. Lunt devotes several pages (??-
??) to the individual behavior of some two dozen prepositions because their stress be-
haviors are somewhat idiosyncratic. The basic generalization is that prepositions have
or receive no accent of their own. They either form a single stress domain with their
nominal or pronominal complement, acting like internal clitics (20a); or, in some cases,
they behave like free clitics, never receiving a stress of their own nor receiving the single
stress of the enlarged domain (20b).

(20) Literary Macedonian (Franks 1989)

a. oko'lu selo
near village

‘near the village’

b. otkaj ‘gradot
from direction

‘from the direction (of)’

Prosodic deficiency in prepositions makes sense from the point of view of the frequency
of collocations. Prepositions are closed class items and they require a nominal or pronom-
inal complement. Thus, when they are heard, they are always in collocation with a noun
phrase.

4.5 Summary

As we mentioned earlier, it is helpful to think of the Macedonian collocations of full
words that are stressed as a single word as the inverse of the Prosodic Word clitics of
Bilua in (7), re-illustrated below in (21). PWd clitics are underlyingly prosodically de-
ficient but can receive their own stress under duress. The Macedonian adjectives are
elements that are not inherently prosodically deficient, even in Macedonian, yet in cer-
tain common collocations, they are being treated as a piece of a single prosodic word, like
internal clitics. This is illustrated in (22). From a cross-linguistic perspective, the Mace-
donian polysyllabic prepositions are a bit unexpected in being inherently prosodically
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deficient, parallel either to internal (20a) or free (20b) proclitics. These are illustrated in
the second line of (22) and in (23).

(21) Prosodic independence of underlyingly prosodically deficient clitic
PPh

N

Pwd Pwd

Clitic  Host

‘o ‘odie ‘he called’
3sG.M=call

(22) Prosodic dependence of underlyingly prosodically independent words and of

internal’ prepositions

PPh

Pwd
kiselo mleko  ‘sour milk’
okolu  selo ‘near the village’

(23) Macedonian unstressable preposition parallel to free proclitic

PPh

Pwd

Preposition N
otkaj ‘gradot  ‘from the direction’

5 Conclusion

Why is stress assignment almost always word-bounded? Why is it restricted only to co-
hering affixes in some languages, and how does it manage to extend outward to clitics in
others? The hypothesis offered in this paper and in Kaisse (forthcoming) is that rhythm,
like long-distance harmony, is grammaticized when certain syllables are heard together
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over and over.® This usually only happens within words, including their affixes, and,
occasionally, with words plus slightly more independent closed class items such as cli-
tics. Because word-level affixes have fewer selectional restrictions than stem-level ones,
stem-level affixes are the most likely to be included in the initial domain of footing. And
since clitics have even fewer selectional restrictions than word-level affixes, they are
even less likely to be included. Since there are thousands of independent content words,
the collocation of any two is much less likely to have many exemplars. However, both
compound words (as in Modern Greek) and ‘prefabs’ — collocations of frequent words in
frequently heard phrases like ‘old man’ — are more prone to becoming a single domain
than just any sequence of content words. Similarly, collocations of closed class items
like prepositions may cross the border and form a single initial stress domain.

There may also be a functional motivation for the prosodic independence of content
words. Extending the domain for the initial building of feet would eliminate the demarca-
tive function linguists often ascribe to stress. Because stress is culminative, with exactly
one primary stressed syllable per content word, it allows us to identify the independent
lexical words of a phrase. And because stress is often predictably located on an initial,
final, or penultimate syllable, it also allows us to identify word boundaries, helping the
listener locate the end of one word and the beginning of the next.

Let us return to a question I raised in §??. Does the regular, alternating stress assign-
ment found within words stem from the grammaticization of rhythmic tendencies in
sentences? Or are rhythmic tendencies in sentences the result of “leakage” from regular
phonology within the word? The counterparts of word-bounded phonological processes
are present and, in the current century, detectable, as statistical, gradient tendencies in
larger domains such as compounds and phrases. Shih (2016) shows that syntactic choices
are gradiently influenced by the rhythmic principles that we see operating obligatorily
inside words as alternating stress assignment, rhythm rules, stress clash avoidance, lapse
avoidance, and so on. She argues that word order and construction choice can be re-
cruited in response to these phonological pressures from inside the lexical phonology,
unearthing small effects in the choice of optional syntactic variants that favor more eu-
rhythmic outputs. Thus she finds that the genitive constrictions X’s Y and Y of X are
skewed toward avoidance of stress clashes and lapses. Similarly, the dative alternation
verb IO DO vs. verb DO to IO trends in a small but discoverable way towards phrases
that are more eurhythmic (Anttila, Adams & Speriosu 2010; Shih 2016). Along the same
lines, Hammond (2013) finds that the Brown and the Buckeye corpora contain statis-
tically fewer instances of underlyingly clashing prenominal adjective-noun pairs than
would be expected, so that adjectives like aloof and unknown, with final primary stress,
are underrepresented when they are prenominal, while adjectives like happy and finite,
with initial primary stress are not. Here we run into a chicken and egg problem. The
more traditional view in historical linguistics is the Neogrammarian one: these pressures

¢ Although tone rules are more powerful in their ability to escape the word, for reasons that, as far as I know,
are not well understood (see footnote 2), word-boundedness is nonetheless certainly robustly attested for
tone rules as well as other iterative processes, and I would propose that the same factors of frequent
collocation should underlie that domain restriction.
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are there all along as variation, with the syntax reflecting them before they are phonol-
ogized. This is how I envisioned the progression in Kaisse (forthcoming). Along the
same lines, Myers & Padgett (2015) note the tendency of learners to extend phenomena
like utterance-final devoicing to the word-level. Participants in their artificial language-
learning experiments generalized beyond the training data, applying word-final devoic-
ing inside of utterances in novel strings, not just the kind of utterance-final devoicing
they were trained on. Myers & Padgett (2015: 399) conclude that “learners are biased
towards word-based distributional patterns” They speculate that this is because we hear
and store many more exemplars of words than we do of utterances. Baumann & Ritt
(2012) take a similar view of the direction of development of lexical stress patterns, in-
vestigating through game theoretic simulations the lexicalization of stress in English bi-
syllabic words, which can have either initial (lentil, researchy) or final (ho'tel, researchy)
prominence. They argue that “words adopt, on average, those stress patterns that pro-
duce, on average, the best possible phrasal level rhythm.” But Shih and Martin’s views
are equally plausible: the obligatory, regular stress system of the language spreads from
words into gradient choices in the syntax. I suspect that both directions are operating at
the same time, since language change results from a constant push and pull of variation
and optimization.

Whatever the direction of change, we have seen that it is rare for rhythmic tenden-
cies beyond the word to become phonologized and to be reflected as foot construction
processes that take material outside of words as their domain. I have argued that there
are simply not enough exemplars of adjacent words heard repeatedly together to result
in the reification of such a large domain.
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Chapter 3

Compensatory lengthening and
structure preservation revisited yet
again

Darya Kavitskaya

University of California, Berkeley

In their seminal paper, de Chene & Anderson (1979) make a strong claim that pre-existing
vowel length contrast is a necessary condition for the phonologization of vowel length
through compensatory lengthening. Compensatory lengthening is thus predicted to be al-
ways a structure-preserving change. Since that time, the claim has been challenged in nu-
merous works (Gess 1998; Hock 1986; Morin 1992, among others). A closer examination
of the cited counterexamples to de Chene and Anderson’s claim reveals certain generaliza-
tions. Some apparent counterexamples, such as Samothraki Greek (Kiparsky 2011), involve
the full vocalization stage of the consonant with the subsequent coalescence of that conso-
nant with the preceding vowel. In other cases, such as Old French (Gess 1998) and Komi
IZma (Hausenberg 1998), heterosyllabic or heteromorphemic identical vowel sequences are
attested elsewhere in the language. The former cases involve the reanalysis of vowel length
before weakened consonants that is indeed strengthened by the independent existence of
the vowel length contrast in the languages in question, in support of de Chene and Ander-
son’s claim. The former cases are not truly compensatory, and phonemic vowel length is
introduced into the language through coalescence.

1 Introduction

In their seminal paper on compensatory lengthening (CL), de Chene & Anderson (1979)
make a strong claim that the independent existence of a vowel length contrast is a nec-
essary condition for the phonologization of vowel length through compensatory length-
ening. CL is thus predicted to be always a structure-preserving change that cannot in-
troduce contrastive vowel length into a language. Since that time, the generalization
in its stronger version (certain sound changes are always structure preserving) or in its
weaker version (structure preservation is a tendency in sound change) has been accepted
and developed by linguists otherwise advocating very diverse and sometimes incompat-
ible approaches to sound change, in particular, in research programs by Paul Kiparsky

Darya Kavitskaya. 2017. Compensatory lengthening and structure preservation re-
visited yet again. In Claire Bowern, Laurence Horn & Raffaella Zanuttini (eds.),
I On looking into words (and beyond), 41-58. Berlin: Language Science Press.
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(Kiparsky 1995; 2003) and Juliette Blevins (Blevins 2004a; 2009). However, the generaliza-
tion has also been challenged in several works. For instance, Gess (1998) takes issue with
de Chene and Anderson’s claim, suggesting that in general, “structure preservation is ir-
relevant as a theoretical construct” and proceeds to argue that de Chene and Anderson’s
interpretation of the Old French data, which is their main example, is incorrect, and that
in Old French compensatory lengthening happened before the introduction of the other
sources of length distinction into the language, contrary to de Chene and Anderson’s
analysis. CL through onset loss, such as in Samothraki Greek (Topintzi 2006; Kiparsky
2011; Katsika & Kavitskaya 2015), is also a potential counterexample to the claim that CL
is a structure-preserving change, along with the case of Occitan (Morin 1992). In other
languages without pre-existing vowel length contrast, such as Andalusian Spanish (Hock
1986), Ilokano (Hayes 1989) and the Ngajan dialect of Dyirbal (Dixon 1990), vowel length
that is the result of CL remains allophonic and predictable. In yet another type of cases,
such as Komi IZma (Harms 1967; 1968; Hausenberg 1998), vowel length from CL appears
to be quasi-phonemic and on its way to phonologization.

CL is a common sound change that has occurred independently in many languages
across the world, and only a few potential counterexamples to de Chene and Anderson’s
claim have been reported. In principle, we could have been done simply restating this ob-
servation that supports a weaker but less controversial claim that there is a tendency for
CL to occur in languages with pre-existing vowel length, in the spirit of proposals about
structure-preserving sound change by either Kiparsky (2003) or Blevins (2009), but we
will proceed to examining the most widely discussed counterexamples to de Chene and
Anderson’s claim. A closer examination of these counterexamples reveals certain gener-
alizations. The working analyses of some cases proposed in the literature involve the full
vocalization stage of the consonant with the subsequent coalescence with the preceding
vowel, such as in Samothraki Greek (Sumner 1999; Kiparsky 2011). In other cases, such as
Old French (Gess 1998) and Komi IZma (Hausenberg 1998), heterosyllabic or heteromor-
phemic long vowels (or rather vowel sequences) are attested elsewhere in the language.
We shall argue that the cases of CL that do not involve full vocalization (Hayes 1989; Kav-
itskaya 2002) are in a sense truly compensatory, as opposed to instances of consonant
vocalization and subsequent vowel coalescence. The former cases involve the reanalysis
of vowel length before weakened consonants that is indeed strengthened by the inde-
pendent existence of the vowel length contrast in the languages in question. In the latter
cases, phonemic vowel length is introduced into the language through coalescence.

2 The problem

CL through consonant loss is defined as a process whereby a vowel lengthens in com-
pensation for the loss of a tautosyllabic consonant. CL through coda loss is the most
typologically wide spread process, as either a diachronic change or a synchronic alter-
nation.! An example of this kind of CL in the I#ma dialect of Komi (a Uralic language

1T do not address CL through vowel loss in this paper.
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3 Compensatory lengthening and structure preservation revisited yet again

of the Permian subgroup) is shown in Table 1 (Harms 1967; 1968; de Chene & Anderson
1979).

Table 1: CL through coda loss in Komi IZma (after Harms 1968: 104).

Stem Past1sc Infinitive

a. lij- lij-i lij-ni ‘shoot’
mun- mun-i mun-ni ‘go’

b. kil- kil-i ki-ni ‘hear’
sulal- sulal-i sulo:-ni ‘stand’

In Komi IZma, the lateral /1/ deletes in the coda position with the lengthening of the
preceding vowel, as illustrated in (b) of Table 1.2 De Chene & Anderson (1979) propose
that CL through consonant loss should be analyzed as an instance of the conversion of
coda consonants, /1/ in the case of Komi Izma, to glides (either semivocalic or laryngeal),
/w/ in the case of Komi Izma, with the subsequent monophthongization of the result-
ing vowel-glide sequence in the syllable nucleus, as in, for example, *kil.ni > *kiw.ni >
kizni ‘to hear’, with the intermediate stage unattested in Komi IZma but present in other
dialects of Komi, such as Vychegda Komi (Lytkin 1966; Lytkin & Teplyashina 1976).

De Chene and Anderson (1979: 508) emphasize that their account is phonetic in nature
and accounts for CL as a historical sound change, and not as a synchronic alternation:

We will argue that these processes can be understood as the transition of the con-
sonant, through loss or reduction of its occlusion, to an eventual glide G. It is the
monophthongization of the resulting sequence (X)VG(Y) which gives rise to a syl-
lable nucleus that is interpreted as distinctively long. In consequence, cases of ap-
parent compensatory lengthening can be analysed (as far as their phonetic bases
are concerned) as a combination of consonantal weakening in certain positions
followed by monophthongization; and compensatory lengthening per se can be
eliminated as an independent member of any inventory of phonetic process-types.

This insight into the phonetics of CL serves as the basis for the analysis developed in
Kavitskaya (2002), who maintains that CL is the result of the reanalysis of the longer
phonetic duration of vowels as phonological length with the loss of tautosyllabic con-
sonants. Kavitskaya (2002) maintains that vowels are more likely to be reanalyzed as
phonologically long in the environment of more sonorous consonants after the loss of
the said consonants, which makes the differences in vowel length unpredictable. De Ch-
ene and Anderson’s (1979) analysis of CL as a process whereby consonants weaken to
glides supports Kavitskaya’s phonetic analysis, which is shown in Table 2.

The schematic representation in Table 2 considers two possible situations where the
consonants X and Y are lost. Prior to the deletion of the consonants, both vowels are

2 The lengthened /a/ surfaces as [o:].
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Table 2: CL through coda loss (Kavitskaya 2002: 9).

Stage 1 Stage 2 Phonologization
(before consonant loss)  (consonant loss)

CcvX C Vv C c Vv c v
] ]

cvy C Vv C c Vv c Vv
L1 L1

correctly analyzed as phonologically short. In the case when the listener mishears the
more sonorous consonant X as absent, the longer transitions are reinterpreted as a part
of the vowel, which is subsequently reanalyzed as long. The vocalic transitions to the
less sonorant consonant Y are shorter, and with the loss of this consonant, there is no
reinterpretation of vowel length based on its duration. The divide between X and Y is
arbitrary, and the more sonorous the deleting consonant is, the more likely its deletion
to be compensated by the lengthening of the vowel.

Several later accounts of CL are mostly phonological. The most well-known of those
is an account by Hayes (1989), who analyzes CL through consonant loss as the deletion
of a weight-bearing coda while preserving its weight and reassigning it to the preceding
vowel, as illustrated in (1) for Komi IZma. The account holds that when the underlying
coda /1/ is deleted, its mora is left behind (in an intermediate stage) and spreads to the
preceding vowel, making it bimoraic and thus long:

(1) CL through coda loss in Komi IZma (after Hayes 1989)

c c c c c c
oy e e e
kit 1n i k i n i ki:/ n i

The reason for the necessity of the phonetic explanation in de Chene and Anderson’s
analysis and its conspicuous absence from Hayes analysis lies in the difference between
the general approaches to CL taken by these two accounts. De Chene and Anderson’s ac-
count carefully distinguishes between a sequence of phonetic processes that comprises
the weakening of occlusion followed by a monophthongization of the resulting vowel-
glide sequences and the phonological reinterpretation of some of the outputs of this
monophthongization as long vowels. While Hayes uses historical examples to illustrate
his points (one of the examples being Attic Greek, where CL is arguably only a historical
process with no synchronic alternations), the account he proposes is synchronic in na-
ture and does not consider either phonetic or phonological stages of the sound change
analyzed by de Chene and Anderson.
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One of the important predictions of de Chene and Anderson’s account concerns the
systemic constraints on the phonologization of vowel length. They propose that the
phonologization of vowel lengthening as a result of CL can happen if and only if the
language in question has a pre-existing vowel length contrast. This prediction does not
follow directly from de Chene and Anderson’s analysis, nor it is necessary for the ac-
counts in the spirit of Hayes. It a sense, it is not a prediction per se, but rather a gen-
eralization about the nature of CL as a sound change. In the following sections, I will
consider several counterexamples to this claim, discuss the similarities among these ex-
amples, and offer some speculation on why de Chene and Anderson’s generalization is
at least a tendency in the languages of the world.

3 CL with no pre-existing vowel length: Apparent
counterexamples

As can be inferred from an (admittedly small) survey of languages with CL in Kavitskaya
(2002), CL is more often a structure-preserving sound change. In the majority of the
cases of CL, this tendency indeed holds: out of 80 languages with historical CL sound
changes listed in Kavitskaya’s (2002) survey, 72 or 90% occur in languages with pre-
existing long/short vowel contrasts, while only 8 or 10% are found in languages without
a pre-existing vowel length contrast.> These 8 languages constitute counterexamples
to the stronger version of the claim, which holds that CL as a sound change is always
structure-preserving. However, first, the presence of counterexamples does not make
the tendency false (it is just not a universal). Second, there seems to be an important
difference between the cases that are structure-preserving and the cases in which vowel
length (mostly allophonic) is potentially introduced into a language through CL.

3.1 Old French

Old French is the central example used by de Chene and Anderson to illustrate that CL
as a sound change does not happen unless contrastive vowel length is independently
present in the language. According to de Chene & Anderson (1979: 527-528), stated
after Pope (1934: 79, 191), the diphthong [aw], inherited both from Indo-European and
from Vulgar Latin, monophthongized to a short [0] in French by the middle of the 9th
century, as in (2a). The loss of other consonants, such as velars before [ and n and p/b
and t/d before p/b, t/d, and s, that took place at approximately the same time, was not
accompanied by CL either, as exemplified in (2b):

3 This information is not explicitly present in Kavitskaya (2002) and was compiled by Blevins (2009).
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(2) a. Monophthongization of [aw] to [0] in Old French (circa 850 AD)
or < aurum ‘gold’
oser < ausare ‘to dare’
forge ‘forge’ < *faurga < fabrica ‘workshop’
parole < paraula < parab(o)la ‘word’
b. Loss of consonants g, k, p, and d in Old French (before 850 AD)
agneau [ano] < agnellum ‘lamb’
maille [may] < mac(u)lam ‘stain’
route ‘road’ < (via) rupta ‘broken road’
apres ‘after’ < adpressum ‘near’

Another wave of monophthongization, presumably through the weakening of the
coda [1] to a labiovelar glide, happened in Old French by the 16th century, this time
resulting in a long [o:], as illustrated in (3a). The loss of other pre-consonantal conso-
nants, such as nasals (complete by the middle of the 16th century) and fricatives s and z
(earlier), was accompanied by CL. Examples of the loss of fricatives are in (3b), and CL
through the loss of nasals is illustrated in (3c).

The examples in (3b) show the orthographic s that was preserved in such words until
1740 (de Chene & Anderson 1979: 520). However, Pope (1934: 151) mentions that 12th
century poetry suggests that the fricative had begun to drop before voiced consonants
by this period. French loanwords in English, such as blame, male, and isle, do not have a
pronounced [s], which adds more support to this conclusion:

(3) a. Monophthongization of [aw] < [al] to [o:] in Old French (16th century)
autre [o:tr] < alterum ‘other’
aube [0:b] ‘dawn’ < alba ‘white’ (fem.sg.)
b. Loss of fricatives with CL in Old French (12th century)
méler (ModFrench) < mesler (Old French) < misculare ‘to mix’
ile (ModFrench) < isle (Old French) < insula ‘island’

c. Loss of nasals with CL in Old French (16th century)
fendre [fa:dr] < findere ‘to split’

rompre [r3:pr] < rumpere ‘to break’

De Chene and Anderson claim that the difference between the outcomes of the two
Old French monophthongizations, as well as between the loss of consonants without
and with vowel lengthening, lies in the fact that in the 9th century, the Old French
vowel system did not exhibit contrastive vowel length, and so vowels did not lengthen
as a response to the loss of consonants, while by some time in the 12th to 16th century
a vowel length distinction was introduced into the system independently, and this pre-
existing vowel length contrast made it possible for the reanalysis of the vowels that
preceded the lost consonants as long.

It is argued in de Chene (1985) that languages typically acquire vowel length through
vowel coalescence (dubbed as vowel hiatus or geminate vowel clusters, de Chene &
Anderson 1979: 520). De Chene and Anderson (1979) state that French obeys this rule
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and acquires long vowels through the deletion of intervocalic consonants and subse-
quent vowel coalescence in the period between the changes exemplified in (2) and (3).
The examples of consonant loss and vowel coalescence are presented in Table 3.

Table 3: Intervocalic consonant loss between identical vowels (de Chene &
Anderson 1979 after Pope 1934).

Modern French  Old French Latin

bailler baailler bataculare  ‘to yawn’

graal gradalem  ‘dish’

aates adaptas ‘suitable’ (fem.acc.pl)
sceau seel sigillum ‘seal’

Gess (1998) takes issue with de Chene and Anderson’s claim that CL is only possible
in languages with a preexisting vowel length contrast. He argues with the claim on the
basis of the evidence from Old French. The objection is that the putative long vowels are
treated as disyllabic in 12th and 13th century poetry in Old French, as shown in (4) for one
of the examples in Table 3. From the scansion of the octosyllabic line in (4), it is evident
that graal ‘dish’ consists of two syllables for the purposes of poetic syllabification:

(4) Le Roman de Perceval, late 12th century (Roach 1959: 3, 11, 76-77; Gess 1998: 357)
Ce est le contes de GRAAL,

1 23 456 78
“This is the story of the Grail,
Dont li quens li bailla le livre.
‘About which the count gave him the book’

The evidence from the scansion provided by Gess (1998) is questionable since syllab-
ification in poetry is often conservative and reflects an earlier stage of the language.
The scansion is also consistent with the possibility that vowel coalescence has already
happened and long vowels scan as two syllables, with a poetic line becoming mora-
counting rather than syllable-counting (see discussion in de Chene (1985: 76, 84ff) about
such developments in Japanese and Tongan).? If this is the case, then Old French does
not constitute a counterexample to de Chene and Anderson’s generalization.

The metrical evidence presented by Gess (1998) is thus inconclusive. However, even
if Gess’ interpretation is correct and indeed his examples illustrate that at the time of
CL in Old French there were heterosyllabic sequences of identical vowels, it could have
been sufficient to strengthen the possibility of CL, as we shall further discuss for another
example in the next section.

4 I am grateful to a reviewer for the discussion of this point.
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3.2 Komi Izma

It would be informative now to return to Komi IZma, which does not have contrastive
long vowels in the inventory, or any other allophonically long vowels, except for those
that are derived by CL (Lytkin 1966; Lytkin & Teplyashina 1976; Hausenberg 1998). Thus,
in principle, Komi Izma constitutes a counterexample to de Chene and Anderson’s claim
interpreted broadly, as noticed by Gess (1998). The forms in Table 4 illustrate CL alter-
nations in Komi IZma:

Table 4: CL through coda loss in Komi Izma (after Harms 1968: 104-105).

Stem Past 1s¢  Infinitive
kil- kili kimi ‘to hear’
sulal- sulali sulomi ‘to stand’

Indefinite Definite Dative

pi pijis pili ‘son’
pi: pilis pili ‘cloud’
Vo volis vaili ‘horse’

The deletion of ! in Komi IZma went through the stage of the loss of the occlusion
of the liquid to the labiovelar glide w, followed by the monophthongization of the Vw
sequence.’ The diphthongal stage is synchronically attested in related dialects of Komi,
spoken in Vychegda and Syktyvkar, and there is also a dialect group in Komi that pre-
serves the lateral (cf. va: /vsl/ ‘horse’ in Komi Izma vs. vav /vsl/ ‘horse’ in Vychegda
Komi vs. val /vsl/ ‘horse’ in Komi Yazva) (Lytkin 1966: 44-49, Lytkin & Teplyashina 1976:
106-115).°

De Chene and Anderson (1979) maintain that Komi IZzma data do not counterexem-
plify their generalization since the language has heteromorphemic long vowels (or vowel
sequences), so sufficient contrast in vowel duration is present for CL to go through.
Hausenberg (1998: 309) states that in dialects long vowels may develop through assimi-
lation in forms like una-an < una-én ‘many’, baba-as < baba-is ‘his wife’.

In a narrower sense, Komi IZma is not a counterexample since CL does not introduce
vowel length contrast into the language: vowel length is allophonic and predictable, and
even though ‘son’ and ‘cloud’ look like a minimal pair, they are underlyingly /pi/ ‘son’
vs. /pil/ ‘cloud’. Abondolo (1998: 13) calls vowel quantity in Komi IZma “nascent”, thus
interpreting vowel length distinction in the language as quasi-phonemic and possibly
on its way to phonemicization. However, another view on the facts of Komi Izma CL is
possible that provides additional evidence in support of de Chene and Anderson’s claim.’

> Syllable-final /1/ frequently undergoes vocalization; cf., for instance, l-vocalization in BCS (South Slavic):
beo /bel/ ‘white-mMasc’ (vs. bela ‘white-FEm’), video /videl/ ‘see-PAST.MASC’ (vs. videla ‘see-PAST-FEM’).

® Yet another dialect of Komi, Komi Inva, vocalizes /1/ into [w] in all positions (Lytkin 1966: 44-49).

7 I am much indebted to a reviewer for the following discussion of vowel length and morphology.
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These long vowels can arise through either inflection, as in Table 4, or derivation, as in

(5):

(5) CL in Komi Izma (Collinder 1957: 309 via de Chene & Anderson 1979: 525)
perna-al-as
Cross-VERB-3SG.PRES

‘he hangs (TRANS), as a cross on one’s breast’

In an important paper that defines the place of morphology in grammar, Anderson
(1982) proposes that the traditional category of inflection is the subset of morphology
that is relevant to the syntax. As a consequence, inflection depends on the results of
syntactic operations and is post-syntactic, while derivation happens before syntax. Thus,
according to Anderson’s model, the units of lexical storage are stems that “include all
internal structure of a derivational sort” (Anderson 1982: 592). Endorsing this approach
amounts to saying that, since long vowels resulting from the addition of derivational
material are robustly attested in Komi IZzma, the language has lexical long vowels even
if none of them are morpheme-internal.

3.3 Samothraki Greek

One of the languages in which CL introduces phonemic vowel length into a system
without pre-existing vowel length contrast is a dialect of Greek spoken on the island of
Samothraki (Newton 1972a,b; Hayes 1989; Katsanis 1996; Sumner 1999; Kavitskaya 2002;
Topintzi 2006; Kiparsky 2011; Katsika & Kavitskaya 2015). Samothraki Greek is not a
usual case of CL in yet another respect since it is the loss of the onset, not the coda, that
triggers tautosyllabic vowel lengthening, as illustrated in Table 5.

In Samothraki Greek, the prevocalic r deletes with the lengthening of the following
vowel in a) the word-initial onset of either stressed or unstressed syllable, as in Table 5a,
and b) after a consonant in a complex onset, both in biconsonantal clusters, as in Table 5b,
and triconsonantal clusters, as in Table 5c¢, both in stressed and unstressed word-initial
and word-medial/final syllables:

Table 5: CL through onset loss in Samothraki Greek (after Katsika & Kavitskaya

2015).8
Standard Greek  Samothraki Greek
a. ‘rize inze ‘root’
re. vi.Bge ir.'vi.fce ‘chickpeas’
2. de.ci.ne w:.'0e.ci.ne ‘peaches’
b. ‘vrisi Vis ‘faucet’
‘Ori.mi ‘Oi:m ‘shard’
C. ‘e.spros ‘B.SpUIS ‘white’

49



Darya Kavitskaya

The examples in Table 6 show the synchronic status of r-deletion in Samothraki Greek:
the rhotic surfaces in the coda and as a first consonant in a complex onset, but deletes
intervocalically. On the basis of such alternations, Kiparsky (2011) argues that the pres-
ence of r-zero alternations constitutes evidence for the synchronic status of CL in the
language:

Table 6: Alternations in Samothraki Greek (Katsika & Kavitskaya 2015: 7).

‘cer ‘hand’ po.'der ‘foot’
‘ce.rje ‘hands’ po.de.rje ‘feet’
ciu.dje ‘little hands’ po.0e.u.dje ‘little feet’

However, as Katsika & Kavitskaya (2015) point out, there are no synchronic alterna-
tions where the deletion of /r/ is accompanied by vowel lengthening. In other words,
there are no attested examples in which one member of a semantically related pair has a
surface [r], while the other exhibits a long vowel as a consequence of the r-deletion. On
the basis of this, Katsika & Kavitskaya (2015) conclude that it would be more accurate
to analyze r-zero alternation as a synchronic process, and CL through the loss of r as a
sound change in Samothraki Greek.

CL through onset loss presents a problem for the theories that treat CL as weight con-
servation (such as Hayes 1989), which predict that only the deletion of coda consonants
can result in vowel lengthening. It is generally assumed that, unlike codas, onsets cannot
bear weight and do not count as moraic.” Several such problematic cases, including CL
through onset loss in Samothraki Greek, are reanalyzed in Hayes (1989). Hayes extends
Newton’s (1972) idea that rC clusters underwent vowel epenthesis of the form VrC —
VriC — ViC and proposes that identical vowel epenthesis happened in Cr clusters as
well, yielding CrV; — CV;rV; — CV;: The deletion of the intervocalic r could then be
followed by vowel coalescence, just like in other VrV — V: cases in Samothraki Greek.

However, as shown by Topintzi (2006), the Samothraki Greek CL resists such a re-
analysis since the deletion of the word-initial r cannot be accounted for by metathesis.
In addition, Kiparsky (2011) claims that Hayes’ analysis is problematic because it incor-
rectly predicts the merger of the outputs of the r-deletion from CrV and VrV. While
after the loss of r, the original *rV sequence where the vowel is accented becomes a long
vowel accented on the first mora, as in Orimi — 0iim ‘shard’, the original *VrV sequence
where the second vowel is accented becomes a long vowel accented on the second mora,
as in xard — xad ‘joy’. However, Heisenberg (1934: 91) notes that if r-deletion results
in a sequence of identical vowels with the stress on the second vowel, the stress shifts
from the second vowel to the first one, as in /karavi/ — [kaav] ‘ship’. Newton (1972a: 79)

8 In Samothraki Greek, unstressed high vowels /i/ and /u/ delete unless the deletion creates phonotactically
unacceptable structures. Unstressed mid vowels /¢/ and /o/ raise to [i] and [u] (Newton 1972a: 79).

9 Ryan (2014) presents statistical evidence from stress and meter showing that onsets are factors in sylla-
ble weight, though they are subordinate to the rhyme with respect to weight. For the discussion of the
possibility of moraic onsets, see Curtis (2003), Davis (1999), among others.
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interprets the stress shift as evidence for vowel contraction (coalescence), while Heisen-
berg (1934: 90) and Margariti-Rogka & Tsolaki (2011) ascertain that the vowels remain
separate and belong to different syllables in such cases.

While the moraic weight approach does not seem to account for the Samothraki Greek
CL, Kavitskaya (2002) proposes a phonetic/historical account. According to Kavitskaya
(2002: 99), r is vocalic enough to be reinterpreted as additional vowel length. Kiparsky
(2011) argues that neither purely phonetic models nor purely phonological (weight con-
servation) models are sufficient to account for CL in Samothraki Greek. He develops
an account that relies on the observation that r is excluded from the onset position
cross-linguistically (Zec 2007). Typologically, high sonority segments are dispreferred
in the onset, which is evident from the fact that many languages, such as Korean, vari-
ous Turkic languages, Basque, Piro, Telefol, etc., do not allow rhotics in word-initial or
syllable-initial positions (de Lacy 2001; Smith 2003) even though they have some type of
r in their consonant inventories. Languages employ different strategies to avoid onset
rhotics, such as prothesis, deletion, fortition, anti-gemination, and incorporation into
the nucleus (Kiparsky 2011: 26). Specifically, in Samothraki Greek the prohibition on
the rhotic in the onset is resolved through the latter strategy: the rhotic is syllabified
as a part of the nucleus so that the r and the following vowel form a rising diphthong,
and then deletes with CL. Katsika & Kavitskaya (2015) develop an articulatory phonetic
account of Samothraki Greek CL that builds both on Kavitskaya (2002) and Kiparsky
(2011). To resolve the dispreference for the onset rhotic, the tongue tip constriction of
the r is deleted, but the tongue body constriction is kept, preserving some of the seg-
mental and temporal information of the r. The resulting segment is highly vocalic and
is subsequently incorporated into the nucleus. Thus, Katsika and Kavitskaya’s (2015)
account provides articulatory motivation to Kiparsky’s idea that in Samothraki Greek,
the onset r goes through a vocalic stage followed by the coalescence with the following
vowel.

We can thus conclude that the best analysis of Samothraki Greek CL treats it as a
two-stage process, under which the vocalization of the onset r happens first, followed
by the coalescence of the two vocalic elements.!

3.4 Towards the explanation of CL as a sound change

From the point of view of contrast maintenance and loss, CL can be described as the
loss of contrast in a certain position. In the case of CL through the loss of consonants,
it is usually the coda consonant that deletes with the lengthening of the tautosyllabic

10 A reviewer points out that there are cases when the deletion of a coda consonant happens simultaneously
with intervocalic deletion of the same consonant, as, for example, in Turkish (de Chene & Anderson 1979,
Kavitskaya 2002: 23). The reviewer suggests that this renders such examples consistent with de Chene
and Anderson’s generalization. If the same was the case in Samothraki Greek, and the coalescence was
phonetically complete at the time of r-deletion, this, by itself, would be enough to exclude Samothraki
Greek from potential counterexamples to de Chene and Anderson’s generalization. I believe, however,
that CL through onset loss in Samothraki Greek is best re-analyzed as vowel coalescence, in the spirit of
Kiparsky (2011).
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vowel. In a system with no phonologically long vowels, the result of this process could
in principle be the introduction of a new vowel length contrast (the phonologization of
vowel length in a narrow sense). However, in the case of the pre-existing vowel length
distinction, the result is the introduction of the merger of the new long vowels with
existing long vowels (the phonologization of vowel length in a certain position, in a
broader sense of phonologization).

On the basis of the examples discussed above as well as other instances of CL, it an
be argued that CL as a sound change should indeed be defined as the lengthening of
the vowel after the loss of the tautosyllabic consonant as a result of the phonological
reanalysis of the additional vowel length, either in the spirit of de Chene & Anderson
(1979) or of Kavitskaya (2002). De Chene & Anderson (1979) dub this process “monoph-
thongization”, that is, roughly, a vowel shift under which a monosyllabic vowel of two
vowel qualities becomes a monosyllabic vowel of one vowel quality (as exemplified by
Old French and Komi IZma, among many others). From our admittedly incomplete sur-
vey of CL, some kind of a pre-existing length contrast is a necessary condition for CL
in the cases where such reanalysis is involved, and no clear cases that counterexemplify
this prediction have yet been found if this contrast is interpreted as including heterosyl-
labic and heteromorphemic sequences of identical vowels. Thus, CL is best described as
phonologization in a broader sense, that is, a merger of existing long vowels with new
long vowels that are the result of CL. It is possible that Samothraki Greek could also be
reanalyzed along these lines (as discussed in footnote 10), but, according to Kiparsky’s
(2011) account and the phonetic evidence amounted in Katsika & Kavitskaya (2015), it
stands out since the sound change goes through an intermediate stage, whereby the con-
sonant becomes a full vocalic entity. CL in this case is a misnomer, and Samothraki Greek
is really an instance of vowel coalescence, which is a well-known and uncontroversial
source of vowel length in the languages of the world.

We can thus conclude that Samothraki Greek is not a counterexample to the gener-
alization because the lost consonant vocalizes completely and then vowel coalescence
happens, with the result that is reminiscent of CL as it has the initial stage of consonant
plus vowel and a final stage of a long vowel, but is not, in fact, CL, but rather an instance
of VV > V: coalescence. In turn, Old French is not a counterexample because, even if
Gess’s analysis of the Old French on the basis of the metrical scansion is correct, the
presence of a sequence of identical heterosyllabic vowels, which are likely to be phonet-
ically identical to long vowels, provides sufficient contrast. Finally, Komi IZma is not a
counterexample to the most restricted version of the generalization because the presence
of a sequence of identical heteromorphemic vowels is sufficient contrast.

4 Sound change, mergers, splits, and contrast

A broad question that remains to be discussed is the reason for why the CL sound change
that proceeds by gliding followed by monophthongization (de Chene & Anderson 1979)
tends to be structure-preserving, that is, is more likely to acquire vowel length in certain
positions with the loss of the consonant if vowel length is already contrastive elsewhere
in the system?
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Two distinct proposals in the literature address the question of the relevance of struc-
ture preservation to sound change. One view on the structure-dependence of sound
change is expressed in Kiparsky (1995; 2003) and is to various extent present in other
work by Paul Kiparsky. Another view on structure-preserving sound change is pre-
sented in Blevins (2004a) and developed in Blevins (2009). As Anderson (2016) notes,
Blevins and Kiparsky advocate quite different views on the explanation of sound change.
While Blevins (2004a; 2006) puts the main burden of explanation of the sound change
on the phonetic factors, Kiparsky (2006) in a critique of Blevins’ program views indi-
vidual grammars as a result of both “what change can produce and of what the theory
of grammar allows” (Anderson 2016: 17). Interestingly, both Blevins and Kiparsky see a
place for structure preservation in the theory of sound change, either as belonging to the
grammar (Kiparsky 1995; 2003) or emerging through acquisition (Blevins 2004a; 2009).

Kiparsky (2003: 328) comments on “the textbook story” of phonologization, where re-
dundant features become phonemic with the loss of conditioning environment (e.g., in
the CL sound change, vowel length phonologizes with the loss of the tautosyllabic con-
sonant). However, as Kiparsky (2003) points out, in many similar cases the redundant
features fail to phonologize and disappear with the loss of the conditioning environ-
ment. Kiparsky goes on to posit a priming effect, which is a diachronic manifestation of
structure preservation, formulated as in (6):

(6) Priming effect in phonologization (Kiparsky 2003: 328)
Redundant features are likely to be phonologized if the language’s phonological
representations have a class node to host them.

Kiparsky (2003) distinguishes between the two types of sound change, perception-
based and articulation-based, and claims that while perception-based changes, such as
CL, metathesis, tonogenesis, and assimilation, are more likely to be structure-preserving
(phonologization in a broad sense, as defined in §3.4), articulation-based changes, such
as lenition, umlaut, etc., are usually structure-changing (phonologization in a narrow
sense, as defined in §3.4). Among the structure-changing processes that create long
vowels are vowel coalescence and also vowel lengthening in specific prosodic conditions
(for instance, under stress). Kiparsky (2003: 329) notes that Korhonen (1969: 333-335)
suggested that only certain allophones have a functional load that allows for the phone-
micization with the loss of conditioning environment. Korhonen (1969) dubs these allo-
phones quasi-phonemes. Having claimed that the classical phoneme is “something of a
straightjacket” when it comes to understanding of the introduction and loss of phono-
logical contrast, Kiparsky (2013) proposes a system, where he distinguishes between
contrastiveness, as a structural notion, and distinctiveness, as a perceptual notion, as
shown in Table 7.

By the system in Table 7, quasi-phonemes are not contrastive, but distinctive, and
thus they represent a necessary stage to the secondary split. Since distinctiveness is a
perceptually-defined notion, only those sound changes that are perceptually-based are
predicted to follow this pattern. As was discussed in §3.3, vowel length in Komi IZma is
quasi-phonemic and thus is a likely candidate for the phonologization of vowel length
in the language.
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Table 7: Contrastiveness vs. distinctiveness (Kiparsky 2013).

Contrastive Non-contrastive

Distinctive Phonemes Quasi-phonemes
Non-distinctive ~ Near contrasts  Allophones

Blevins (2004a; 2009) pursues a research agenda that is very different from Kiparsky’s
theory of sound change. However, she also notes that certain sound changes tend to
be structure-preserving, and that these changes tend to be perceptually-based. Blevins
(2004a) posits a principle of structural analogy, stated in (7):

(7) Structural Analogy (Blevins 2004a: 154)
In the course of language acquisition, the existence of a (non-ambiguous)
phonological contrast between A and B will result in more instances of sound
change involving shifts of ambiguous elements to A or B than if no contrast
between A and B existed.

The consequence of such principle for sound change is a tendency towards structure
preservation. Blevins (2009) presents an overview of two known cases of sound changes
that have this tendency, such as CL (de Chene & Anderson 1979; Kavitskaya 2002) and
metathesis (Blevins & Garrett 1998; Blevins 2004a,b; Hume 2004) and then proceeds to
a case study of the Principle of Structural Analogy, unstressed vowel syncope in Aus-
tronesian.

According to Blevins (2009), unstressed vowel syncope in the Austronesian languages
discussed is a perceptually-based sound change that is the result of the ambiguous vocalic
status of hypoarticulated short unstressed vowel. The loss of the second vowel in a
CV.CV.CV sequence creates a structure CVC.CV where the first syllable is closed. The
Principle of Structural Analogy predicts that languages that contrast open and closed
syllables will have a stronger tendency towards this kind of syncope. Indeed, as Blevins
(2009) shows, the prediction is borne out.

Blevins’ (2009) example is different from the case of CL in an interesting and funda-
mental way. While CL as a sound change amounts to the introduction of a new allophone
and potentially a new phoneme with a positional loss of a segment, unstressed vowel
syncope is the introduction of a new prosodic structure with a positional loss of a seg-
ment.!! This example provides additional support to the generalization that the presence
of contrast in the system affects sound change that potentially creates similar structures.

11 Ag a reviewer notes, length is prosodic structure as well, and in this sense, there is little difference between
the case discussed by Blevins and the cases of CL. However, while CL (potentially) introduces a new ele-
ment to the inventory of phonemes, Blevins discusses an example that introduces a new structure to the
inventory of syllables.
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5 Conclusions

De Chene and Anderson (1979) had an important insight about the structure-preserving
nature of CL that holds in the majority of the languages with this sound change and
thus cannot be ignored. I have presented examples in which systemic considerations
play an important role in the phonologization of newly introduced phonetic detail in
perception-based sound changes, such as vowel duration in CL. I have shown a way
to address potential counterexamples to the generalization, reanalyzing CL in Samoth-
raki Greek as vowel coalescence and arguing that in the cases of Old French and Komi
IZma the presence of identical tautosyllabic vowels elsewhere in the system might have
constituted a sufficient contrast for the phonologization of vowel length through CL.
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Chapter 4

Phonological exceptionality is localized
to phonological elements: the argument
from learnability and Yidiny word-final

deletion
Erich R. Round

University of Queensland

Anderson (2008) emphasizes that the space of possible grammars must be constrained by
limits not only on what is cognitively representable, but on what is learnable. Focusing on
word final deletion in Yidiny (Dixon 1977a), I show that the learning of exceptional phono-
logical patterns is improved if we assume that Prince & Tesar’s (2004) Biased Constraint
Demotion (BCD) with Constraint Cloning (Pater 2009) is subject to a Morphological Coher-
ence Principle (MCP), which operationalizes morphological analytic bias (Moreton 2008)
during phonological learning. The existence of the MCP allows the initial state of ConN to be
simplified, and thus shifts explanatory weight away from the representation of the grammar
per se, and towards the learning device.

I'then argue that the theory of exceptionality must be phonological and diacritic. Specifically,
I show that co-indexation between lexical forms and lexically indexed constraints must be
via indices not on morphs but on individual phonological elements. Relative to indices on
phonological elements, indices on morphs add computational cost for no benefit during
constraint evaluation and learning; and a theory without indices on phonological elements
is empirically insufficient. On the other hand, approaches which represent exceptionality
by purely phonological means (e.g. Zoll 1996) are ill-suited to efficient learning. Concerns
that a phonologically-indexed analysis would overgenerate (Gouskova 2012) are unfounded
under realistic assumptions about the learner.

1 Exceptionality

What is the nature of representations which are passed from the morphology to the
phonology? Anderson (1992) demonstrates that the processes that create those represen-
tations can be elaborate and complex. Operations that act upon morphological forms, to
realize units of morphologically-relevant meaning, involve not only the concatenation

Erich R. Round. 2017. Phonological exceptionality is localized to phonological ele-
ments: the argument from learnability and Yidiny word-final deletion. In Claire Bow-
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of formatives, but also selection among alternatives and non-concatenative modifica-
tions to intermediate representations (see also Anderson 2015; 2016; 2017). However,
what of the final result, which comprises some number of morphs that must then be
interpreted phonologically? A constant concern of generative phonology since its in-
ception has been to account adequately for patterned phonological exceptionality, the
phenomenon in which segments in a restricted class of morphs exhibit phonologically
distinctive behavior as triggers, targets or blockers of alternations, or as participants in
exceptional featural, phonotactic or prosodic surface structures. For example, in Yidiny
(Dixon 1977a,b) vowels delete word-finally, if that deletion would prevent the word from
surfacing with an unfooted syllable. This is seen in the root gagara- ‘possum’ in (1a) and
the suffix -na AccusaTIVE in (1b), where feet are marked by parentheses. However, in a
restricted set of morphs the final vowel behaves exceptionally, resisting deletion, as in
the root gugara- ‘broom’ (2a) and the suffix -na PURPOSIVE (2b).

(1) a. ‘possum.ABsS’ /gajara/ —  (gajar)
b. ‘father-acc  /bimbi-na/ —  (bim bi:p)

(2) a. ‘broom.aBS’ /gujara/ — (guja:)ra
b. ‘go-PUrP’ /gali-na/ — (gali:)na

In order for the phonology to treat morph-specific, exceptional segments appropriately,
it must receive from the morphology some kind of discriminating information which it
can act upon. For much of the generative period it has been argued that this informa-
tion is associated with morphs as a whole, and not with their individual phonological
elements. Here I present an argument for the contrary view. The contribution, then, is to
clarify the nature of one important aspect of the interaction between the morphological
and phonological components of grammar. The principle line of evidence is learnability,
namely the learnability of an optimality-theoretic grammar for phonological exception-
ality. Anderson (2008) has emphasized that the space of possible human grammars must
be constrained not only by limits on what is cognitively representable, but also on what
is learnable. The crux of the argument here relies not on specifics, but ultimately on gen-
eral properties of learnable grammars, and thus I would hope should remain valid even
as specific theories undergo refinement as they move closer to answering Anderson’s
(2008) challenge.!

The chapter falls into two broad parts. In §2-8§5 I discuss the processes and principles
required to learn exceptionality. This leads to the positing of a Morphological Coherence

1 A reviewer asks whether the machinery presented here is necessary if one assumes an exemplar-based
model of phonology. I assume that learners do store rich, exemplar-like representations of linguistic ex-
periences. However, natural language morphology in general has enough combinatorial complexity that
reliance upon retrieved episodes will not be sufficient to reproduce the full range of creative behavior that
humans display. Consequently some generative machinery is necessary, which performs not merely sim-
ple analogies and concatenations, but which can reproduce with precision the complex patterns generated
by a realizational morphology such as Anderson’s (1992), and by a formal phonological grammar such as
entertained here.
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Principle in §6, which operationalizes a morphological bias that ensures successful learn-
ing for certain cases. In §7-§9 I am concerned with the underlying theory of these pro-
cesses and principles. I evaluate two broad approaches to phonological exceptionality:
PHONOLOGICAL approaches, which represent exceptionality as a property of individual
segments (Bloomfield 1939; Kiparsky 1982a; Inkelas 1994; Zoll 1996), and MORPHOLOGI-
caL approaches which represent it as a property of morphs (Chomsky 1964; Chomsky &
Halle 1968; Zonneveld 1978; Pater 2000). The result is an argument in favor of a DIACRITIC
PHONOLOGICAL approach. On this account, exceptionality is represented at the level of
individual phonological elements, not morphs; however the means of marking it is by
diacritics which are visible to the phonology but not manipulable by it, in contradistinc-
tion to the CONCRETE PHONOLOGICAL approach, where the crucial representations are
themselves phonological elements. As I show, the function of these “®-indices” is essen-
tially identical to “M-indices” which would mark morphs, only there is no assumption
that all exponents of a morph m be indexed identically. As we shall see, freedom from
that assumption is both coherent theoretically and desirable, computationally and em-
pirically. The discussion is illustrated throughout by the facts of word final deletion in
Yidiny, to which we turn now in §2.

2 Word-final deletion in Yidiny

2.1 The phenomenon

Yidiny (Dixon 1977a) belongs to the Yidinyic subgroup of the Pama-Nyungan language
family. Traditionally it was spoken in the rainforest region southwest of Cairns, in North-
eastern Australia. Most examples below are from Dixon’s (1977) detailed descriptive
grammar; examples marked § are from Dixon’s (1991) dictionary and texts. An inventory
of underlying segments is in Table 1.

Table 1: Yidiny underlying segments, after Dixon (1977a: 32).

Labial Apical Laminal Dorsal

Stop b d § g
Nasal m n n by}
Lateral, trill Lr

Approximant w 1 y

Vowels i, a,u, i, a:;, u

Syllable shapes are tightly constrained. Onsets are obligatory and simple. Codas
permit only sonorants other than /w/. Codas in word-final position are simple; word-
internal codas also permit disegmental, continuant-nasal sequences. Morphologically,
the language is almost entirely suffixing and largely agglutinative. Roots are minimally
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disyllabic and suffixes are maximally disyllabic (Dixon 1977a: 35,90). An online ap-
pendix? discusses the morphological constituency of verbal inflection.

Of Yidiny’s phonological alternations, those to receive the greatest attention have
been stress placement, vowel length and to a lesser extent, word-final deletion (Dixon
1977a,b; Hayes 1982; 1985; Kager 1993; Crowhurst & Hewitt 1995; Halle & Idsardi 1995;
Hall 2001; Pruitt 2010; Hyde 2012; Bowern, Round & Alpher in revision, inter alia).
Yidiny’s stress and length alternations in particular have featured in significant theo-
retical works on meter and prosody over the past four decades, and both are nontrivial
topics in themselves. Word-final deletion, however, can be studied largely independently
of them for reasons that follow.

Although stress placement in Yidiny has proven contentious (Pruitt 2010; Bowern,
Round & Alpher in revision), word-final deletion is not sensitive to stress per se, but
rather only to the position of foot boundaries. These have been uncontroversial since
their analysis by Hayes (1982): feet in Yidiny are disyllabic and left-aligned within the
phonological word.

Many words with word-final deletion also exhibit vowel lengthening; however the
phenomena show little to no mutual interaction. In a rule-based theory permitting si-
multaneous application (Anderson 1974) lengthening and deletion would apply simulta-
neously; neither rule feeds or bleeds the other.®> See Round (in progress) for an analysis
of Yidiny lengthening.

Word-final deletion is sensitive to foot placement, and foot placement is sensitive
to phonological word boundaries. In Yidiny, phonological words commence at the left
edge of each root and each disyllabic suffix (Dixon 1977a: 88-98).* Phonological words
therefore begin with either a polysyllabic root or a disyllabic suffix and are followed by
zero or more monosyllabic or entirely consonantal suffixes. Word-final deletion targets
unfooted syllables and therefore only affects prosodic words which, modulo deletion,
would be at least trisyllabic. As a consequence, we are interested here in three kinds
of phonological word: those comprised of bare roots of three or more syllables; those
comprised of roots plus one or more monosyllabic suffixes; and those comprised of a
disyllabic suffix plus one or more additional, monosyllabic suffixes. The third kind is
rare,” and so discussion will focus on the first two.

Word-final deletion applies only if the word thereby avoids surfacing with an unfooted
syllable. For example, the roots gindanu- ‘moon’ and gubuma- ‘black pine’ both contain
three vowels, each of which is a potential syllabic nucleus at the surface. In (3a,4a) they
have undergone deletion of their final vowel to prevent it from surfacing in an unfooted
syllable; compare (3b,4b) where the roots are non-final in the word, and the final vowels
surface.

2 Available from 10.6084/m9. figshare.4579696

3 Deletion counter-bleeds lengthening, thus in a strictly serial analysis lengthening would precede word-
final deletion (Dixon 1977a,b; Hayes 1985; Crowhurst & Hewitt 1995).

4 Yidiny’s only prefix, [fa:-] in a direction” occupies its own phonological word (Dixon 1977a: 98,162).

5 For an illustration, see example (25).
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(3) a. ‘moon[aBs]’ /gindanu/ —  (gin damn)
*(gin da:) nu
b. ‘moon-ErG’  /gindanu-ngu/ —  (gin da) (nuy gu)

(4) a.  ‘black pine[aBs]” /gubuma/ —  (gubum)
*(gu bu:) ma
b. ‘black pine-purp’ /gubuma-gu/ — (gu bu) (ma gu)

Final vowel deletion may also affect suffixes. In (5a,c,6a), the vowels of the nominal
comitative suffix -yi and verbal comitative suffix -na have undergone deletion, thereby
preventing the surfacing of an unfooted syllable. In (5b,6b) the suffixes are non-final in
the word, and the vowel surfaces.

(5) a. ‘woman-com’ /bupa-yi/ —  (bu pay)
*(bu pa:) yi
b. ‘woman-coM-ERG’ /bupa-yi-ngu/ —  (bupa) (yig gu)
c.  ‘black bream-com’ /gulugulu-yi/ — (gulu) (guluy)
*(gu lu) (gu lu:) yi
(6) a. ‘come-com[iMP]’ /gada-pa/ — (gadanm)
*(ga da:) na

b. ‘come-com-psT’  /gada-pa-lpu/ —  (gada:) (nal pu)

Word-final deletion interacts with restrictions on word-final consonants, and the in-
teraction plays out differently in roots versus suffixes. In roots, deletion will fail to apply
if the result would be an illicit word-final coda, containing either a stop or /w/ (7) or a
cluster (8). One conceivable alternative, to also delete the consonant, is not attested in
roots (7-8).°

(7) a. ‘man[aBs]’ /waguza/ — (wagu)ja

" (wa guy)
*(wa gu:)

b. ‘dog[aBs]’ /gudaga/ — (guda:)ga
“(gu dag)
*(gu da:)

c. ‘sugar ant[ABs]’ /balawa/ —  (bala:) wa
*(ba la:w)
*(ba la:)

d. ‘place name[aBs]” /palumba/ — (palum)ba
*(ga lu:mb)
*(na lu:m)

¢ Neither Dixon’s grammar (1977) nor dictionary (Dixon 1991, which cites underlying forms) records a surface
form for the roots in (7c) and (7d), or for roots illustrating the same pre-final consonant or comparable
consonant clusters. However, Dixon (1977a: 57-58) specifically reports that the roots balawa- and gindalba-
do not undergo deletion; the surface forms provided here are what we would expect if this is so.
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(8) ‘warn[imMp]’ /binarya/ — (binar)pa
*(bi na:rn)
*(bi na:r)

In contrast, deletion in suffixes applies not only to the final vowel, but also to a sin-
gle consonant that precedes it, if that consonant would be illicit word-finally, as in (9).
This form of CV deletion respects phonotactic constraints while also avoiding unfooted
syllables.’

(9) a. ‘grey possum-ERG’ /margu-ngu/ —  (mar gu:ny)
b. ‘see-psT’ /wawa-Ipu/ —  (wawal)
c. ‘warn-DAT.SUB’ /binarna-lpnu-nda/ —  (binar) (yal pu:n)

However, word-final deletion never deletes the initial segment of a suffix (and conse-
quently, it will never delete an entire suffix), as illustrated in (10).

(10) a. ‘woman-sgT’ /bupa-ba/ —  (bunpa:) ba
*(bun ba)
b. ‘bandicoot-GEN’ /guygal-ni/ — (guy ga:l)ni
*(guy ga:ln)
“(guy ga:l)

Deletions do not occur word internally (11a,b), nor do word-final, licit codas delete (11b).
All Yidiny roots and suffixes that are consonant-final end underlyingly with licit coda
consonants, so no morph undergoes spontaneous deletion of an underlyingly-final con-
sonant (11c).

(11) a.  ‘woman-ser’ /bupa-ba/ —  (bupa:b)
*(bu pa:)
b." ‘name[aBs]’ /bagiram/ — (ba gi:) ram
*(ba gi:rm)
*(ba gi:r)
C. */bagirag/ — *(ba gixr)

To summarize, word-final deletion applies only so as to avoid the surfacing of unfooted
syllables. It may delete the final vowel from a root and the final (C)V sequence from
a suffix, but will not delete a suffix-initial segment. Deletion is blocked (in roots) or
expanded (in suffixes, from V deletion to CV deletion) in order to obey phonotactic re-
strictions on word-final codas. These are the regular conditions under which word-final
deletion occurs.

In addition to its regular application, Yidiny contains roots and suffixes which are
exceptional non-undergoers of word-final deletion. In (13), the non-undergoer roots

7 The “dative subordinate” is marked by what Round (2013: 26) has called “compound suffixation”, comprising
two monosyllabic suffixal morphs, /-Inu; -nda/. That these are not a single, disyllabic suffix is evident in
the fact that they fail to be parsed into a their own phonological word, separate from the root.
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mulari-, gugara-, judulu-, bangamu- all resist word-final deletion despite their pre-final
consonant being permissible as a coda, and despite the fact that the consequence is an
unfooted, word-final syllable.

(12) a. ‘initiated man[aBs]’ /mulari/ —  (mula:)ri

*(mu la:r)

b. ‘broom[ass]’ /guzara/ —  (guija)ra
*(gu yair)

c.  ‘brown pigeon[aBs]’ /fudulu/ —  (udu)lu
*(yu du:l)

d. ‘potato[aBs]’ /bangamu/ — (bap ga:) mu
*(bay ga:m)

Dixon (1977a: 59) reports 115 trisyllabic roots whose phonotactic shape would, under
regular conditions, expose them to word-final deletion. Of these, 34, or around 30%,
are exceptional non-undergoers. The distinction is idiosyncratic; neither Dixon (1977a:
58) nor subsequent researchers have found any phonological, semantic or grammatical
factor that categorically determines whether a root will be a non-undergoer.?

Suffixes also may be exceptional non-undergoers. In (17) the non-undergoer suffixes
-nda, -lfi and -na resist word-final deletion and allow an unfooted syllable to surface.
Avoidance of regular, word-final CV deletion is seen in (13a,b) and V deletion in (13c).

(13) a. ‘grey possum-DAT’ margu-nda — (mar gu:n)da
*(mar gu:n)

b. ‘see-LEST[ABS]’ wawa-lji —  (wawal)j
*(wa wa:l)

c. ‘go-PURP’ gali-na —  (gali) na
*(ga li:n)

Tables 2 and 3 list all suffixal allomorphs in Yidiny which, on phonotactic grounds, could
plausibly delete.” Regular undergoers are in Table 2 and non-undergoers in Table 3.

8 Historically speaking, borrowed forms may account for many of these items (Barry Alpher p.c.); synchron-
ically, however, their motivation is opaque.

9 Such suffixes must be vowel-final and monosyllabic. If just the final vowel is to delete, then it must leave
behind a single, licit-coda consonant in word final position. This will require the suffix to be -CV, and be
preceded by a vowel, not a consonant. Alternatively, if the final CV is to delete, then the suffix must be
-CCV, since suffix-initial segments do not delete, and it too must attach to a vowel-final stem. Data here is
from a comprehensive search of Dixon (1977a), in which relevant information can be found on pp.50-54,
151. “Emphatic” -pa (Dixon 1977a: 151) is excluded. It behaves as a phonological clitic that occupies a distinct
phonological word, and does not undergo final deletion.
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Table 2: Monosyllabic suffixes which undergo word-final deletion.

Function -CV -CCV
Case ERGATIVE -ngu
LOCATIVE -la
ACCUSATIVE -na
COMITATIVE -yi
GENITIVE -ni, -nu
Verbal PAST tense inflection -nu -Inu, -gnu
COMITATIVE derivation -na
DATIVE SUBORDINATE inflection -nda’

Table 3: Monosyllabic suffixes which escape word-final deletion.

Function -CVv  -CCvV

Case DATIVE -nda

Verbal PURPOSIVE inflection -na  -lna, -ina
LEST nominalizing derivation -nji, -lf, -5

Exceptional non-undergoers, both roots and suffixes, only block the deletion of their
own segments; the exceptionality does not spread to neighboring morphs. Accordingly
n (14), the exceptional non-undergoer LEST does not block deletion in the following,
regular undergoer, ERGATIVE suffix.

(14) wiwi-i-nji-ngu  ‘give-ANTIP-LEST-ERG’ —  (wi wi:) (fin jim)
*(wi wi) (in 5i:p) gu

Likewise, the presence of a regular undergoer will not undo the blocking effect of an ex-
ceptional non-undergoer. In (15) the regular undergoer cOMITATIVE does not undermine
the blocking of deletion in the exceptional non-undergoer pUrPOSIVE, which follows it.

(15) majinda-na-lna  ‘walk up-com-PURP’ —  (ma jin) (da pa:l) na
*(ma sin) (da na:l)

It will be recalled that roots in Yidiny can undergo word-final deletion of vowels, but
not of the consonants that precede them. More specifically, roots that end in CCV do
not delete final CV, whereas some suffixes do, and nor does final C'V delete from roots
that end in VC'V, where C’ is an impermissible coda. Two conceivable accounts for this

10 The dative subordinate is marked by a string of two monosyllabic suffixes -Ipu-nda, cf. fn.7.
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may be distinguished. On one account, the grammar of Yidiny expressly prohibits root-
final CV deletion. On the other, it happens just by chance that all CCV-final and VC'V-
final roots are exceptional non-undergoers. On the latter account, the grammar wouLD
enforce CV deletion from roots, if only the lexicon provided the right inputs; on the
former account it would not. The level of empirical support for these hypotheses can be
assessed statistically. Table 4 compares counts of CCV- and VC'V-final roots and CCV-
final suffixes which either do or do not delete. The distribution is strongly unbalanced,
and we can reject with confidence the null hypothesis that it is due to chance (%4t
=479 p < 10°). Table 5 compares counts of roots that are CCV- and VC'V-final with
those that are VCV-final, i.e., where C is a permissible coda. Again, the counts are highly
unbalanced and we reject the hypothesis that the absence of deletion in CCV- and VC'V-
finals is by chance (y2g¢-; = 125.8. p < 10°). The only empirically-supported conclusion
is that the lack of consonant deletion in Yidiny roots is systematic, not due to chance. A
satisfactory formal analysis should reflect this.!

Table 4: Deletion of coda-ilicit pre-final C in roots versus suffixes.

CCV- and VC'V-final roots CCV-final suffixes

No deletion 116 6
Deletion 0 4

Table 5: Deletion in roots with pre-final coda-illicit C versus prefixal coda-licit

CCV- and VC'V-final roots VCV-final suffixes

No deletion 116 34
Deletion 0 81

2.2 Constraint rankings

A briefly sketch now follows of how the facts above would be analysed in OT. Foot place-
ment in Yidiny is due to FOOTBINARITY >> PARSESYLLABLE >>

ALIGN(FT,L,PRWD,L) (Prince & Smolensky 2004[1993], McCarthy & Prince 1993a, Mc-
Carthy & Prince 1995). Of these, only PARSESYLLABLE (Prs) will be of interest for our
purposes; I assume that other prosodic constraints are satisfied optimally. Absolute re-

11 As a reviewer observes, there is an interesting historical background to be clarified here, and an account
of it is planned. Naturally, the object of a synchronic analysis differs ontologically from that of a historical
one. The two are complementary, but neither account would substitute for or serve as a counter-analysis
to the other.
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strictions against obstruents and /w/ in codas are due to SONORANT/CoDA (e.g. Lombardi
2002) and *w/Copa; I assume these are unviolated.

Regular word-final deletion in Yidiny can be analysed straightforwardly by ranking
Prs > MAXIMALITY (MAX, McCarthy & Prince 1995). This causes deletion of final vowels
in preference to the surfacing of unfooted syllables, but not if an illicit coda results.

Segments may delete from the right edge of the word only, not the left or word-
internally. High-ranking ANcHOR-LEFT(morph) penalizes deletion from the left edge
of any morph and CoNTIG-IO(PRWD) penalizes deletion internally (McCarthy & Prince
1995).

Yidiny permits complex codas word-internally, but not word-finally. Ranking CNTG
> *ComPLEXCODA (Bernhardt & Stemberger 1998) accounts for this; ranking both above
Prs accounts for the absence of deletion after pre-final clusters in roots and the defeat
of candidates which delete only a final vowel from word-final CCV suffixes.

Word-final deletion applies differently to roots and suffixes. Roots will not undergo
consonant deletion, even if the consequence is an unfooted syllable. The ranking of un-
dominated Max-C/rooT (McCarthy & Prince 1995) above Prs accounts for this. Suffixes
do not violate MAX-C/RT and consequently are free to undergo consonant deletion, how-
ever highly-ranked Anc penalizes the deletion of morph-initial segments. This accounts
for the fact that a consonant may delete from a -CCV suffix but not from -CV.

At this point, regular word-final deletion occurs whenever satisfaction of the marked-
ness constraint PRs requires the violation of the lower-ranked faithfulness constraint
Max. Deletion is blocked unexceptionally whenever Prs itself is violated in order to sat-
isfy higher-ranking constraints, which are of two kinds: those which penalize marked
codas, soN/CopA, *w/Cobpa, *CrLx; and those which penalize deletion in specific mor-
phological contexts, namely at left edges of morphs, ANc, and consonants in roots, MAX-
C/rT. We see that the driver of word-final deletion in Yidiny is the ranking of Prs >
Max. Deletion occurs when Prs is satisfied but Max is not. Regular blocking results
when Prs must be violated, in which case MAX can be satisfied.

Exceptional non-undergoers avoid deletion. For them, Max is always satisfied, even
at the expense of Prs. Consequently, while regular undergoers are subject to a ranking
of PrRs > Max, exceptional non-undergoers must be subject to Max > Prs. In §4 I
consider two approaches that will ensure this is the case, one morphological and one
phonological. First though, a remark about constraint violations.

3 Relativized constraint violation

I introduce here a simple expression for relating the violations of certain pairs of con-
straints, which will aid discussion in later sections.

For any constraint C and candidate caND, there will be zero or more violations of C.
Given the definition of C, those violations will be due to certain parts, or loci, in CAND, ei-
ther in the output of cAND or in the correspondences between input and output elements
(McCarthy & Prince 1995). We can define the set of roc1 or vioLaTion, V(C, CAND), as
the loci in cAND which cause violations of C (McCarthy 2003, Lubowicz 2005). Now,
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some pairs of constraints C;, C; are related such that for any canD, the loci of violation
of C, are a subset of the loci of violation of C;. In many cases, the latter are precisely
those members of the former which also contain some particular kind of phonological
element. For example V(Max-C, caND) are those members of V(MAaX, canD) which also
contain input consonants. In that case, we can express V(C,, CAND) terms of the INTER-
SECTION of the set V(C;, cAND) and some appropriately defined second set, that picks out
loci containing the criterial elements. Let us define the set of “p-loci”, L,(D(¢p), CAND),
as the set of loci in cAND that contain a phonological element ¢ of the kind denoted by
predicate D(¢p). For example, V(Max-C, cAND) can be defined in relative terms, as in (16),
where the predicate INPUT_CONSONANT(¢p) denotes input consonants. (For brevity I omit
the “cAND” from the expression for each set.)

(16) V(Max-C) =ger V(MAX) N L, (INPUT_CONSONANT(¢))

This relativized method will be used below to define new constraints Cy in terms of a
reference constraint, Cg, and a set of phonological elements which restrict the violations
of Cy relative to those of Cg.

4 Preliminary analysis of word-final deletion

4.1 A morphological approach

We now consider an OT implementation of the morphological approach to Yidiny ex-
ceptionality, using lexically indexed constraints (Pater 2000; 2006; 2009). A lexically
indexed constraint Cys behaves precisely like its unindexed counterpart, C, except that it
can be violated only by structures which contain exponents of a specific set M of morphs,
each of which has been assigned a diacritic mark which I will term a LEXICAL M-INDEX,
that co-indexes it to Cj;. The definition can be expressed relatively as in (17), following
a similar formulation by Finley (2010).

(17)  V(Cwm) =det V(C) N L,(meM & Exp(p, m)), where:
M is the set of morphs co-indexed to Cy.
Exp(p, m) states that element ¢ is an exponent of morph m

If we now define two sets of Yidiny morphs, U the set of regular undergoers of word-
final deletion, and N the set of exceptional non-undergoers, then either of the rankings
in (18) will ensure that the correct sets of morphs is subject to the desired partial ranking
of Prs and Max.

(18) a. Prsy > Max > Prs
b. Maxy > Prs > MAX

In (18a), all phonological exponents of undergoer morphs will be subject to Prsy >
Max, and non-undergoers to Max > Prs. In (18b), all phonological exponents of non-
undergoer morphs will be subject to MAXy >> Prs, and undergoers to PrRs > Max. For
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now I will use ranking (18a); the reason for this will become clear in §5.12'* Examples in
(19a-19b) illustrate word-final deletion of regular undergoers which are indexed U, the
root malanu-y and suffix ERGATIVE -nguy, while (19¢-19d) show the absence of deletion
for exceptional non-undergoers mulari- ‘initiated man’ and DATIVE nda.

(19) ‘ H Prsy ‘ Max ‘ Prs ‘

a. /malanuy/ ‘right hand[aBs]’ W L W

(ma lamn) > (ma la:) nu

b. /margu-nguy/ ‘grey possum-ERG’
(mar gu:p) > (mar gu:n) gu
c. /mulari/ ‘initiated man[aBs]’

AW L AW

(mu la:) ri > (mu la:r) W L
d. /margu-nda/ ‘grey possum-DAT’ W L
(mar gu:n) da > (mar gu:n)
e. /majinda-nay-lna/ ‘walk up-com-PURP’ W L

(ma 5in) (da na:l) na > (ma jin) (da na:l)

Example (19¢) illustrates the fact that violations of Prsy require not merely the pres-
ence of a U-indexed morph in the word, but a locus of violation which contains a phono-
logical exponent of a U-indexed morph (17). Namely, the final syllable of (19¢), na, is un-
footed. However since that syllable contains no phonological exponent of a U-indexed
morph, no violation of Prsy results. This is true despite the presence of a U-indexed
morph elsewhere in the word.

4.2 A phonological approach

The phonological approach correlates the (un)exceptionality of a segment with represen-
tational properties of the segment itself. Implementations differ as to which property is
used. Zoll (1996) analyses segments which resist deletion as having root nodes in their
input, whereas segments that delete more readily lack root nodes, and are termed suB-
SEGMENTS. Under these assumptions, a ranking MAX(SEG) > PRs > MAaX(SUBSEG) en-
sures that segments with input root nodes are subjected to MAX(SEG) > Prs, while those
without are subjected to Prs > Max(Sussgc).!* Examples are in (20), where segments
without root nodes are underlined.

12 Briefly, procedures for learning OT grammars improve in performance if they opt to rank markedness
higher than faithfulness when given a choice. Consequently the ranking in (18a) will be learned in prefer-
ence to (18b); see §5.

13 An early proposal that only faithfulness constraints be indexable (Benua 1997; Ito & Mester 1999; Fukazawa
1999) has proven untenable (Pater 2000; 2006; Flack 2007b; Flack 2007a; Inkelas & Zoll 2007; Gouskova
2007; Mahanta 2008; Jurgec 2010).

14 Assuming undominated *FLoaT (Myers 1997), which prohibits surface subsegments, and low-ranked
Dep(RooT) (Zoll 2001).
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(20) ‘ H Max(SEG) ‘ Prs ‘ Max(SUBSEG) ‘
a. /malanu/ - L
(ma la:n) > (mu la:) nu
b. /margupgu/ - L
(mar gu:n) > (mar gun) gu
c. /mulari/ W L W
(mu la:) ri > (mu la:r)
d.  /margu-nda/ W L W
(mar gu:n) da > (mar gu:n)

I wish to draw a distinction now between two conceivable kinds of phonological anal-
ysis. A cONCRETE phonological analysis represents exceptionality using regular phono-
logical material, such as features, root nodes and prosodic units, or perhaps their ab-
sence. An ABSTRACT phonological analysis uses diacritic lexical indices, which I will
term LEXICAL ®-INDICES, on segments, much like the morphological analysis uses lexical
M-indices on morphs. Some objections which have been raised to phonological analyses
are specific to the concrete approach. These include doubts over whether sufficiently
many concrete phonological contrasts would be available in languages with very many
exceptional patterns (Gouskova 2012), and concerns over whether learners can choose
between multiple, alternative concrete representations (Kiparsky 1973, Pater 2009). I
will set these concrete-specific concerns aside for now, and instead assume an abstract
phonological approach. I return to the concrete approach in §9, where I argue on inde-
pendent grounds that it is poorly adapted to efficient learning.

Accordingly, I will use lexical ®-indices u and n to index undergoer and non-undergoer
segments respectively, and define ®-indexed constraints, Cg, in relative terms as in (21).

(21) V(Co) =der V(C) N Ly(@e®), where:
® is the set of phonological elements co-indexed to Cg.

Returning to the phonological account of Yidiny exceptionality, a constraint ranking
Max-n > Prs > Max, or Prs-u > MAX > Prs, will be sufficient for our purposes.
Tableau (22) shows examples using the latter ranking; u-indexed segments are under-
lined.

(22) ’ H Prs-u ‘ Max ‘ Prs ‘
a. (ma lamn) > (mu la:) nu w L w
b. (mar gum) > (mar guy) gu W L
c. (mula:)ri> (mula:r) AW L
d. (mar gu:n) da > (mar gu:n) W L
e. (ma jin) (da pa:l) na > (ma jin) (da na:l) AW L
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A recent criticism of the phonological approach to exceptionality in OT is that it over-
generates (Gouskova 2012). Adapting Gouskova’s arguments to the facts of Yidiny: if
we adopt the ranking Prs-u > Max > Prs, then it is no longer necessary to assign a
high ranking to the morphologically-sensitive constraints ANc and Max-C/RT, which
penalize the deletion of morph-initial segments and root consonants. Rather, so long as
all morph-initial segments and all root consonants lack a lexical u-index, then by virtue
of the partial ranking Max > Prs, they will resist deletion irrespective of the ranking of
Anc and Max-C/RT. By the same token however, if ANc and Max-C/RT do receive a low
ranking, then the analysis will fare poorly in the context of Richness of the Base (Prince
& Smolensky 2004-1993]), since without high-ranked Anc and Max-C/RT ensuring that
morph-initial and root-consonant deletion is impossible, there is nothing to prevent seg-
ments from deleting in those positions if they are u-indexed in the lexicon. For example,
a root such as *binarna could undergo CV deletion; a suffix *-ni could delete entirely;
and *mulari could delete from the left, thereby failing to capture the generalization that
the absence of such forms is not an accident of the lexicon, but a systematic property
of the grammar. This is perhaps the most significant apparent flaw of the phonological
approach: it fails to rule out unattested patterns. This is in contrast to the morphological
approach, which does rule them out. Or at least, so it would seem. In §5 I show that the
true situation can be otherwise, once learning is taken into account.

4.3 Alternatives

Before proceeding to learning, I mention two OT alternatives to the analysis of excep-
tionality in Yidiny word-final deletion.

Co-phonological approaches handle exceptionality as a type of cyclicity effect (Orgun
1996, Kiparsky 2000, Inkelas & Zoll 2007, Bermudez-Otero 2016). On each morphological
cycle the result of a morphological operation is submitted to an appropriate phonological
subgrammar, of which the language may possess many. Problematic for any cyclicity-
based approach to exceptionality in Yidiny word-final deletion is that the Yidiny case is
non-cyclic. Instead, undergoers are subject to deletion only if word-final. For example,
in building both words in (23a,b) the first step would be to introduce the undergoer
root bigunu- ‘shield’. However at that point, the “deleting” subgrammar should only be
applied if the root will end up word final, as in (23a) but not in (23b).

(23) a. ‘shield[aBs]’ /bigunu/ —  (bi gu:y)
b. ‘shield-comit-ErG’  /bigunu-yi-ngu/ —  (bi gu) (nu yi:p)
*(bi gun) (yin gu)

Selecting the correct subgrammar in (23) thus requires information about the next
step in the derivation. Crucially though, it requires forewarning, not only of whether or
not there is more morphology to come, but also of what the PHONOLOGICAL ramifications
will be. This is because the relevant domain for word final-deletion in Yidiny is not the
morphological word but the prosodic word. For example, in (24) the roots gajula- ‘dirty’
and gumaii- ‘red’ are followed by suffixes. Since the suffixes are monosyllabic, just one
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prosodic word results and the roots are non-final in their prosodic word. In (25) however,
the roots are followed by the disyllabic iNcHOATIVE suffix daga, which commences a
second prosodic word. As a consequence, the roots are final in their prosodic word and
deletion is possible: the undergoer gajula- deletes while the non-undergoer guma.i- does
not.

(24) a. ‘dirty-caus-psT’
jgapula-na-iy/  —  [(ga yu) (la nadpwa]
b. ‘red-caus-psT’
fgumati-naiy/  —  [(guma) (1i napwal
(25) a. ‘dirty-INCHO-PST’
/gajula-daga-nu/ —  [(ga ju:l)pwq] [(da ga:n)pwd]
b. ‘red-INcHO-PST’
/gumayi-daga-ny/  —  [(gu ma:) 1ipwa] [(da gam)pwa]

Any cyclic, look-ahead mechanism in Yidiny would therefore need to know how the
word would be prosodically parsed on the NEXT cycle, before it can decide whether or
not to apply the “deleting” subgrammar on the current cycle. The look-ahead mecha-
nism would therefore require the power of a subgrammar itself, yet if the theory were
augmented in this manner, then other core mechanisms such as scope, or “bracket era-
sure”, effects (Inkelas & Zoll 2007) would be undermined. I conclude that co-phonology
theory as it stands cannot analyse exceptionality in Yidiny word-final deletion.

Another approach would be to lexically list two allomorphs for all undergoer morphs
in the language, and have the grammar select them either optimally (Mester 1994, Kager
1996, Mascar6 1996, and Tranel 1996a,b) or with some degree of stipulation (Bonet, Lloret
& Mascar6 2007; Round 2013; Wolf 2015). On this approach, “deletion” is apparent only,
due in reality to the selection between two input allomorphs, one of which contains only
a subset of the segments in the other (for a proposal not unlike this for Yidiny, see Hayes
1997). An example is shown in (26), where the grammar optimally selects between two
input allomorphs of the undergoer root bigunu- ‘shield’.

(26) ‘ {/bigunu/, /bigun/} ‘shield[aBs]’ H Anc Max-C/rT ‘ Prs ‘ Max ‘

a. & /bigun/: (bi gu:n) \

b. /bigun/ :: (bi gu:) nu I *W

c. /bigunu/ :: (bi gu:n) l *W
d. /bigunu/ :: (bi gu:) nu ! *W

Two objections can be raised. First, because the approach simply lists alternant pairs, it
misrepresents their resemblances as accidents, rather than relating them systematically.
Relatedly, in the context of Richness of the Base, the analysis would allow the apparent
deletion of morph-initial and -medial segments as well as root consonants, by leaving
them out of an underlying allomorph, in a pair such as {/bigunu/, /gunu/}. Ranking Anc
and Max-C/root highly would not ameliorate the problem, as shown in (27).
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(27) ‘ {/bigunu/, /gunu/} H Anc Max-C/rooT ‘ Prs ‘ Max ‘

a. = /gunu/: (gunu) ‘
b. /bigunu/ :: (bi gu:) nu ! *W

L

Second, it is unclear how the analysis would prevent apparent deletion in word medial
positions in the event that it is optimsing, as in (28), where the true output bujala-na:-Ina
violates Prs while the more optimal false winner *bujal-na-Ina does not. The constraint
CntG will not prevent this occurring.

(28) +{/busala, busal/}-na-Ina/
‘finely ground-cAUSE-PURP’

Max

CNTG
*CprLX
Prs

a. = /bujala-pa-lna/ :: (bu ja) (la ga:l) na L

*  /busal-pa-lna/ :: (bu al) (yal na)

I conclude that neither the co-phonological approach nor the allomorph-selection ap-
proach offers a viable alternative for Yidiny word-final deletion.

5 Learning exceptionality

5.1 Biased Constraint Demotion

I turn now to consider how exceptionality is, or isn’t, learned. After introducing Prince
and Tesar’s (2004) Biased Constraint Demotion (BCD) algorithm and adaptations of it
for the learning of indexed constraints, I show that the learning of Yidiny word-final
deletion does not proceed as one might expect from the discussion in §4. A solution is
then offered in §6.

Prince and Tesar’s BCD is a computationally efficient algorithm for the learning of
OT grammars. It builds upon Tesar’s earlier Recursive Constraint Demotion (RCD) al-
gorithm (Tesar 1995, Tesar & Smolensky 2000), deterministically learning a grammar,
conditional on the data, by ranking constraints in a series of steps, or recursions. At the
first step, one or more constraints is assigned to the highest-ranked CONSTRAINT STRA-
TUM in the grammar. A stratum is a set of constraints whose relative ranking against
one another is indeterminate given the data, but whose ranking relative to constraints
in other strata is significant. The act of assigning constraints to a stratum is termed IN-
STALLATION. At each subsequent step, one or more additional constraints are installed in
the next-highest stratum, and so on, until all constraints are ranked. The determination
of which constraint(s) are installed next is based on evidence from winner-loser pairs
(WLPs). For each WLP, any constraint yet to be installed will favor the winner in the
pair, the loser, or neither. The full table of WLPs and constraints yet to be installed is
termed the suppPORT. A fragment of a support is shown in (29). The relative order of
constraints and WLPs in a support is inconsequential, though for ease of inspection I set
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out markedness constraints to the left of a vertical double line, and faithfulness to the
right.

29 E = < &)
@ Zlale|855|5)8
E& &P =04
a. /margu-ni/ w | w L
(mar gu:n) > (mar gu:) ni
. l-ni
b. /guygal-ni/ . Ll L W W
(guy ga:1) ni > (guy ga:l)
c. /guygal-ni/ Ll lwlw
(guy ga:l) ni > (guy ga:ln)
d. -ni
/guygal-ni/ wlLlL
(guy ga:l) ni > (guy ga:l ni)
e. /bulmba/
L|L|W|W
(bulm ba) > (bul ba)

In the original RCD algorithm, the sole criterion for installing a constraint was that it
favor no losers. This is true of the constraints FTBIN, CNTG and ANc in (29). When a con-
straint, C, is installed, all of the WLPs for which C favors the winner are removed from
the support, since the constraint ranking has now accounted for them. In the RCD, all
constraints meeting this criterion at any recursion are installed, and the result at the end
of all recursions is a correct grammar for the data. Nevertheless, the grammars inferred
by the RCD are not optimal (Prince & Tesar 2004). The suboptimality relates to the subset
problem (Baker 1979; Angluin 1980), a general problem in algorithmic learning from posi-
tive evidence, namely that the system which results from learning will correctly assess as
grammatical all attested items, but will fail to rule out certain systematically unattested
items. This in turn relates to the notion of restrictiveness: a learning algorithm ought
ideally to learn the most restrictive grammar consistent with the data. The RCD does not
do this. In practice, meeting this desideratum is challenging for an efficient algorithm.
However Prince & Tesar (2004) demonstrate that good headway can be made by enhanc-
ing the RCD with a small set of biases, hence the name Biased Constraint Demotion,
or BCD. The BCD differs from the RCD in two main respects. The first is the principle
of FAITHFULNESS DELAY. According to this, at every recursion faithfulness constraints
are not installed, even when they favor no losers, unless there are no other installable
constraints. In (29) for example, the BCD would install the markedness constraint FTBIn
but not the faithfulness constraints CNTG and Anc. If we do this, and remove from (29)
all the WLPs for which FrBIn favors the winner, namely (29d), and remove FTBIN, we
have (30), in which only faithfulness constraints, CNTG and ANc favor no losers; under
these conditions, faithfulness delay would permit the installation of CNTG and ANc.
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(30)
N o &)
) = > = &)
& |P|=2]|8|<
a. /margu-ni/ ww L
(mar gu:n) > (mar gu:) ni
b. /guygal-ni/ LlL W W

(guy ga:l) ni > (guy ga:l)
c. /guygal-ni/

(guy ga:l) ni > (guy ga:ln)
e. /bulmba/

(bulm ba) > (bul ba)

L|L|W|W

However, there is a second principle to consider also. A principle of “freeing up
markedness” states that when there is a choice between installing several faithfulness
constraints, the algorithm should install the smallest subset possible, whose installment
would cause a markedness constraint to become installable in the next recursion. For ex-
ample, in (30), installing CNTG would remove WLP (30e), thereby freeing up the marked-
ness constraint *CpLx at the next recursion; no comparable gain would flow from in-
stalling ANc. On those grounds, from (30) the BCD would install CnTG.

5.2 A support for learning Yidiny exceptionality

I now consider several learning scenarios for Yidiny exceptionality. Each begins directly
after the installation of undominated constraints. Table 6 contains a set of WLPs that is
representive of all combinations of roots and suffixes which are relevant to the grammar
of word-final deletion: it is not the complete support, but it represents the complete
support well. Segments which can delete are underlined. To economize on space below,
WLPs will be referred to by the letters in the first column of Table 6.

5.3 Learning the phonological account (preliminary version)

We begin with the learning of the phonological account of Yidiny exceptionality de-
scribed previously in §4.2. For the moment, I assume that input segments are already
lexically ®-indexed as u or n. We begin after undominated constraints have been in-
stalled, with a support as in (31).
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Table 6: Support for learning Yidiny exceptionality.

a. /margu-ni/ (mar gu:n) >(mar gu:) ni
b.  /guygal-ni/ (guy ga:l) ni >(guy ga:l)
c. /guygal-ni/ (guy ga:l) ni >(guy ga:ln)
d.  /margu-ngu/ (mar gu:ny) >(mar gu:py) gu
e. /margu-ngu/ (mar gu:n) >(mar gu:ng)
f.  /bigunu-yi-ngw/  (bigu) (nuyim)  >(bigun) (yin gu)
g. /wawa-lpu/ (wa wa:l) >(wa wa:l) pu
h.  /gali-na/ (ga li:p) >(ga li:) pa
i.  /gajara/ (ga yar) >(ga ya:) ra
k. /margu-nda/ (mar gu:n) da >(mar gu:n)
. /wawa-lna/ (wa wa:l) na >(wa wa:l)
m. /gali-na/ (gali:) na >(ga li:n)
n. /gujara/ (gusa:) ra >(gu ja:r)
0. /majinda-na-lna/ (ma jin) (da na:l) na >(ma jin) (da na:l)
p-  /bulmba/ (bulm ba) >(bul ba)
(31) ‘ H Prs-u ‘ Prs | *Cprx H Max ‘ Max-C ‘ CNTG ‘ ANcC ‘
a, h,i. w w L
b. L L W W W
c. L L \W% A\
d g w L L
e. W L L
f. L L A\
jklo L w w
m, n L W
p- L W W

Support (31) does not contain any markedness constraints that favor no losers. Two
faithfulness constraints favor no losers: CNTG, which would free up *Cprx if installed,
and Anc, which would not free up any markedness constraints. Consequently, CNTG
is installed next, removing WLPs (f) and (p) from the support. After that, the newly
freed-up *Cprx is installed, removing WLPs (c) and (e), and leaving (32).
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(32) ‘ H Prs-u ‘ Prs H Max ‘ Max-C ‘ ANC ‘
a, h, i WY WY L
b. L L \Y w \Y
dg w | w | L L
j k, 1, o. L \Y
m, n. L w

In 32 only Anc favors no losers, and so is installed. This removes (b), freeing up
Prs-u, which is installed next, removing (a,h,i) and (d.,g), leaving (33). From (33), Max
will be installed since it frees up Prs. This leaves PRs and Max-C, which according to
faithfulness delay, will be ranked last as Prs > Max-C, as in (34).

(33) ‘ H Prs H Max ‘ Max-C ‘
iklLo || L [ w W
m, n. L W

(34) CNTG > *CpPLX > ANC > PRs-u > Max > Prs > Max-C

Some comments are in order. First, the BCD algorithm has learned the key constraint
ranking PRs-u > MAX >> Prs responsible for the core of Yidiny exceptionality. Secondly
however, it has also ranked ANc > PRs-u, in which case the learned grammar expressly
prohibits morph-initial deletion. Indeed, had Max-C/RT been included in (31), it would
also have been ranked highly since it only ever favors winners, meaning the grammar
would also expressly prohibit CV deletion in roots (the reasons for my excluding Max-
C/RT are clarified in §6). This means that the algorithm is learning precisely the rankings
required to prevent the phonological solution from overgenerating, thereby voiding the
major criticism of the phonological approach which was introduced in §4.2. This is per-
haps surprising, so why is the ranking learned? It is learned because the BCD algorithm
attempts to construct a restrictive grammar. The typical assumption, that grammars
implementing a phonological approach would not assign redundant, high rankings to
constraints like AN, is predicated on an implicit assumption that the learner would be
seeking a PERMISSIVE grammar; doing so leads to overgeneration. However no success-
ful learner would adopt that assumption, because successful learning in general requires
a restrictive approach. For the theory of exceptionality, this is significant. It means
the result obtained here, in which a phonological approach to exceptionality has been
learned without overgeneration, is not dependent on some minor detail of the BCD, or
the constraints used, or even OT. Rather, it follows from a general principle of learning.
Consequently, the adoption of realistic assumptions about learning narrows the perfor-
mance gap between the phonological and morphological approaches. I will examine the
phonological approach further in §7.3.
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5.4 Learning indexed constraints and the morphological analysis

We consider next the learning of the morphological approach. The support begins, after
installation of undominated constraints, as (35). These are the same constraints and
WLPs as in the previous section, but without Prs-u. The support begins with no lexically
indexed constraints; how they are learned is considered shortly. I also do not include
Max-C/RT in the support. MaX-C/RT is essentially a variant of Max-C, indexed to all root
morphs. This is the kind of constraint we might reasonably expect the morphological
approach to learn.

(35) ’ H Prs | *Cprx H Max ‘ Max-C ‘ CNTG ‘ ANc ‘
a, h,i W L
b. L W w w
c. L W w
d g w L L
e. W L L
f. L L w
jkLo. L w W
m, n. L %Y
p- L W W W

Turning now to the BCD algorithm, neither of the markedness constraints in support
(35) favors no losers. CNTG does, and would free up *CprLx. ANc also does, but would
not free up any markedness constraints. Accordingly, CNTG is installed next, removing
WLPs (f) and (p) are from the support, and *Crrx after that, removing (c) and (e), leaving
(36).

(36) ’ H Prs H Max ‘ Max-C ‘ ANs ‘
a, h, i AW L
b. L w w w
d g w || L L
iklo || L [ w W
m, n. L \WY

ANc is installed next, removing WLP (b), which leaves (37), a support in which there
is no constraint which favors no losers.

79



Erich R. Round

(37) ‘ H Prs H Max ‘ Max-C ‘
a, h, i W L
d g W L L
i k1, 0. L A\ W
m, n. L w

Supports in this state are said to have reached INCONSISTENCY. An inconsistency, how-
ever, is not a failure.

Inconsistencies indicate that the combination of data and assumptions currently under
consideration have not led to a working grammar. Accordingly (assuming the data is
correct), a revision of the assumptions is warranted. Suppose, in this case, that a revision
could be made which leaves intact all previously installed constraints and their rankings,
and the validity of all previously accounted-for WLPs, that is, a revision that would
change only what is in the support. Suppose also that as a result of this revision the
support came to contain a constraint that favors no losers. Such a revision would resolve
the inconsistency. The BCD could restart and, one hopes, lead to a working grammar.
Revisions that meet these criteria can be considered a type of learning. One such revision
is to add a new, lexically M-indexed constraint to Con.

Pater (2009) describes a method for learning M-indexed constraints and assigning co-
indices to morphs, which takes a BCD inconsistency as its starting point. Coetzee (2009)
extends this to Output-Output constraints, which I will not consider here. Becker’s mod-
ifications (Becker 2009; Becker, Ketrez & Nevins 2011) are addressed in §8.

Central to Pater’s method is the operation of CONSTRAINT CLONING, a process I de-
scribe informally here and return to in detail in §8. Within the stalled support, a con-
straint C is sought which, if it were indexed to some set M of morphs, would (i) favor at
least one winner' and (ii) favor no losers. Assuming such a constraint C can be identi-
fied, it is then cloned, which is to say, a lexically M-indexed version of it, Cyy, is added
to the support. Because Cy; favors no losers, it is installed next. For example, support
(38) is the same as (37) but now displays information about which morphs are involved.
I have annotated relevant undergoers as U and non-undergoers as N.

According to the criteria for cloning, all three of Prs, Max and MaxC are candidates
for cloning (indexed to sets U, N and N respectively). I assume that owing to faithful-
ness delay, markedness constraints are cloned in preference to faithfulness when both
are available, in which case Prs will be cloned. In (39) the cloned, lexically M-indexed
constraint Prsy is added to the support. Installing it removes WLPs (a,d,g,h,i) which
frees up Max, whose installation is followed by Prs and Max-C. The resulting ranking
is (40), which requires comment.

15 The new constraint needs to favor at least one winner to have any chance of freeing up another constraint
once it is installed.
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(38) ’ H Prs H Max ‘ Max-C ‘
a.  /margu-niy/ w L
d.  /margu-niy/ w L L
g. /margu-nguy/ W L L
h. /gali-nay/ w L
i.  /gajaray/ w L
j. /binarpa/ L w W
k. /margu-nday/ L w W
L. /wawa-lnapn/ L W W%
/gali-na/ L w
n. /gujyaran/ L w
/majinda-na-Inay/ L w Y%
(39) ’ ‘ Prs-y ‘ Prs H Max ‘ Max-C ‘
a, h, i W W L
d, g W \W% L L
j, k. 1, 0. L w W
m, n. L w

(40) CNTG > *CpLX > ANC > PrSy > MAX > Prs > Max-C

The algorithm has successfully learned the key constraint ranking PrRsy > Max >
Prs. However, it did not create an indexed version of Max-C for roots, and thus has
not learned to expressly prohibit CV deletion in roots. To be sure, no individual roots
ending in CCV or VC'V (where C’ would be an illicit coda) will have been co-indexed to
Prsy during the cloning operation (see §8 for details) and so none of those roots will be
subject to CV deletion, however the ranking in (40) predicts that if the lexicon did contain
a root such as *binarnay, then that root and any like it would undergo CV deletion. This
is overgeneration of the same kind which was believed to beset phonological accounts.
Thus, while §5.3 showed that grammars learned for the phonological account may suffer
less than expected from overgeneration once learning is taken into consideration, §5.4
shows that grammars for the morphological account may suffer from overgeneration
more than expected. In the next section, I propose a solution.

6 Morphological analytic bias: the Morphological
Coherence Principle

In §5.4 the grammar which was learned for a morphological analysis of Yidiny excep-
tionality suffers from a manifestation of the subset problem. Although the algorithm
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correctly handled all attested data, it did not learn the more restrictive generalization
which applies also to unattested data, that roots in Yidiny do not undergo consonant
deletion. The problem arises because the cloning procedure assesses morphology on a
morph-by-morph basis only, whereas the true generalization in Yidiny applies to a class
of morphs, in this instance, to roots. The remedy to be pursued here has two parts. It
adds a new kind of constraint cloning, which indexes a constraint not to an idiosyncratic
lexical list of morphs, but to a general class. It then biases constraint cloning so that class-
indexed (or K-INDEXED) cloning is preferred over lexically indexed cloning. Effectively,
this introduces an analytic bias (Moreton 2008) from morphology to phonological learn-
ing at BCD inconsistencies.

Now, supposing that the algorithm is seeking a constraint that it will clone and K-
index to some non-idiosyncratic class of morphs, which classes should be available
for the learner to consider? Important here is the fact that human phonological learn-
ing will need to proceed in parallel with, and interleaved with, morphological learning
(Tesar 2007, Merchant 2008: 6). Accordingly, I assume the learner has access both to
universally-defined classes such as “root”, and those classes which have been morpho-
logically learned, such as ERGATIVE cASE. The biasing principle, which I term the Mor-
phological Coherence Principle is stated in (41), where criterion 2 provides an additional
bias towards maximal restrictiveness.

(41) The Morphological Coherence Principle:

1. At aBCD inconsistency, attempt to create a K-indexed constraint,
co-indexed to some universal or learned morphological class K, before
attempting to create a lexically-indexed constraint.

2. If multiple constraints are eligible for K-indexation, select the one whose
co-indexed class is most general.

The MCP has some desirable theoretical properties. If the universal state of Con at
the commencement of learning is CONj,;;, then the MCP obviates the need for Conyy,;; to
contain any constraints that are relativized to universal or learned morphological classes,
since such constraints will be learned on demand, if and only if needed. In effect, this
reduces the size of CoNjp;; without any change in the explanatory capacity of the theory.
And, since it allows the grammar to BUILD constraints for language-specific morphologi-
cal classes it makes those constraints available to the learner without problematically as-
suming them universal (Russell 1995, Hammond 2000, see also Smith 2004, Flack 2007b).
The MCP operationalizes, in a specific manner, the kind of insight into linguistic theory
that Anderson (2008) argues ought to follow from an improved understanding of the
learning device.

Let us now return to Yidiny exceptionality, equipped with the MCP. Learning begins
and proceeds as in §5.4 until the inconsistency in (38), at which point a constraint is
sought for cloning. The MCP states that if possible, a constraint should be cloned and
K-indexed. In (38) Max-C would favor no losers if it were K-indexed to the entire class
of roots, so it is cloned and accordingly K-indexed. This is the functional equivalent of
adding Max-C/RT to CoN, and the reason why in §5 I did not include Max-C/RT in the
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support at the outset. Adding Max-C/RT to the support results in (42). From (42), MAX-
C/rt is installed and WLP (j) is removed, whereupon we return to inconsistency, in (51).
As in §5.4, the process from that point results in the cloning of Prs and the installation
of Prsy, then Max, Prs and Max-C, yielding the desired constraint ranking (43).

(42) ‘ ‘ Prs ‘ Max H Max-C/RT ‘ Max-C ‘
a,hi | W L
dg. | W /| L L
i. L | w W W
k, 1 o. L W W%
m, n. L w

(43) ‘ ‘ Prs H Max ‘ Max-C ‘
a,hi. | W L
deg. | W | L L
k 1 o. L WY \WY
m, n. L A%

(44) CNTG > *CpLX > ANC > MAX-C/RT > PRsy > MAX > Prs > Max-C

To summarize, results from §5.3 suggested that, provided a learner is seeking a restric-
tive grammar, the phonological approach to exceptionality may not suffer from overgen-
eration. This contradicts recent arguments, which on examination appear to adopt the
implausible assumption that a learner would be seeking a permissive grammar. That be-
ing said, I have not yet clarified how the learner would arrive at the requisite ®-indices
required by the phonological approach. That will be discussed in §7.3. Meanwhile, §5.4
revealed that without further refinement, the BCD is prone to learning grammars that
overgenerate even in a morphological approach to exceptionality, due to an overly atom-
istic method of morphological generalization. This was remedied in §6 by the Morpholog-
ical Coherence Principle (41), which solves the learning problem and simplifies CONjpi;.

7 The theoretical status of lexical indices

In §7 I set Yidiny to one side and consider some matters of theory.

7.1 Lexical M-indices

Lexical M-indices are representations which are visible to the phonology, but they are
not phonological elements per se. In OT, GEN cannot alter M-indices. It cannot add
or remove them, or displace them from one morph to another. There is therefore no
need for mechanisms such as M-index “faithfulness”, rather it is simply assumed that
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the lexical affiliation of a morph m with an M-index M is identical in the input and
output. This set of properties is shared with other kinds of lexical affiliation, such as
the affiliation of a phonological element with its morph, and is termed Consistency of
Exponence (McCarthy & Prince 1993b, Van Oostendorp 2007).

Taking a historical view, M-indices closely resemble the RULE FEATURES and ALPHABET
FEATURES of early generative phonology (GP) (Chomsky & Halle 1968, Lakoff 1970, Coats
1970, Zonneveld 1978, inter alia). Both sets of formalisms fulfill the function of determin-
ing for cases of exceptionality whether a morph m participates in certain phonological
patterns or not, by ensuring that m is visible or not visible as required, to OT’s con-
straints or GP’s phonological rules. Diacritic features were investigated extensively in
GP. It was argued that the theory should not allow the phonology to manipulate diacritic
features (Kiparsky 1973, Zonneveld 1978). The same applies to M-indices in OT. It was ar-
gued that not all idiosyncrasies in the phonology can be analysed satisfactorily in terms
of rule exception features, and that there is an additional role for cyclicity (Chomsky
& Halle 1968, Kiparsky 1982b) and the same has been recognized for M-indices (Pater
2009). In GP, it was also assumed that the diacritic features of morph m were distributed
across, and directly characterized, each of the phonological elements (namely, segments)
in m. We might ask whether this is also true of M-indices in OT. Suppose that it is, so
that the M-indices of a morph m directly characterize each phonological element ¢ that
is lexically affiliated with m (that is all ¢ which are ExPONENTS of m). In that case, the
relative definition of an M-indexed constraint (25), repeated here as (45), can be revised
and simplified as (46).

(45) V(Cp) =ger V(C) N L,(meM & Exp(p, m)), where:
M is the set of morphs co-indexed to Cyy.
Exp(p, m) states that element ¢ is an exponent of morph m

(46) V(Cu) =get V(C) N Ly,(@€dyy), where:
) is the set of phonological elements co-indexed to Cyy.

It will be recalled that the relative definition of a constraint Cy, is expressed as the set
intersection between the loci of variation of the unindexed constraint C, written V(C),
and the set of loci, L,(D(¢)) which contain some criterial type of phonological element
¢, described by predicate D(¢p). Importantly, this means that M-indexed constraints are
defined DIRECTLY in terms of phonological elements, ¢, and only indirectly in terms of
morphs m. The indirectness shows up in the complexity of D(p) in (45), which links
morphs to their exponent ¢ elements via the function Exp(¢p, m). This is in contrast with
(46), where the assumption is that all ¢ elements are directly characterized by the M-
index borne by their affiliated morph. The constraint definition no longer refers to the
morph itself, and so the predicate D(¢p) is simpler.

At risk of laboring the point, the phonology itself assesses violations of M-indexed
constraints directly in terms of ¢ elements, not morphs. While it is possible to refer to the
morphs in the definitions of M-indexed constraints as in (17/45), it is not necessary. Nor is
it possible to refer only to the morphs and not to the ¢ elements, since the loci of violation
of these constraints are defined inherently at a sub-morphological, phonological level.
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7.2 Lexical ®-indices

Let us now consider the nature of lexical ®-indices of the type I invoked in §4.2 and §5.3.
My proposal is that these are exactly like M-indices: they are non-phonological indices of
lexical affiliation, visible to, but not manipulable by, the phonology and used for making
particular phonological elements visible or not, as required, to OT’s constraints in order
to provide a coherent account of exceptionality. The only distinction between ®-indices
and M-indices lies in the supplementary assumption attached to M-indices, in (47).

(47) The M-index assumption:
A lexical index which characterizes phonological element ¢; will also
characterize all other phonological elements ¢; affiliated with the same morph m.

®-indices are not subject to this redundancy; they are affiliated with only those ¢ ele-
ments for which the affiliation makes any difference to the analysis of language. As I
will show in §8, that makes ®-indices somewhat simpler to learn, since they correspond
more directly to the evidence in the data.

The reader may also have noticed that the definition of a ®-indexed constraint in
(21) is almost exactly like the simplified definition of an M-indexed constraint in (46).
This reflects the fact that for the operation of the phonology, it is ¢ elements, and the
indexation of specific ¢ elements, that matter. Whether or not one chooses to adopt
supplementary assumption (47) in fact has no material consequence for the evaluation of
an individual indexed constraint. The question of whether there are other consequences,
and whether they are desirable, is taken up in §9.

7.3 Learning lexical ®-indices

Given the proposal above, the learning of ®-indices is quite parallel to the learning of
M-indices. I assume that the MCP still applies, so that class-based exceptionality and
K-indexed constraints continue to be learned with priority over idiosyncratic exception-
ality, even though the latter will now be accounted for by ®-indexed constraints, not
M-indexed. This is a coherent assumption to make. The MCP is concerned with the
learning of class-based generalizations, whereas ®- and M-indexed constraints are alter-
native devices for learning idiosyncrasies. Accordingly, in a stalled support once there
are no K-indexed constraints available for cloning, the algorithm seeks a constraint C
which, were it indexed to some set ¢ of phonological elements, would (i) favor at least
one winner and (ii) favor no losers. All else proceeds as for M-indexed constraints. In
the learning of Yidiny word-final deletion, the process begins as in §6, leading to a first
inconsistency resolved by the addition of Max-C/RT to CoN, and proceeding from there
to the second inconsistency (43), repeated here in part and in more detail as (48).

85



Erich R. Round

(48) Prs || Max | Max-C

a. /margu-ni/ ‘ W L
(mar gu:n) > (mar gu:) ni

d.  /margu-ngu/ W L L
(mar gu:n) > (mar gu:y) gu

h. /gali-na/ W L
(ga li:y) > (gali:) pa

i.  /gajyara/ W L
(ga ya:r) > (ga ya:) ra

k. /margu-nda/ L W W
(mar gu:n) da > (mar gu:n)

m. /gali-na/ L W
(ga li:) na > (ga li:n)

n. /gujara/ L W
(gu 5a:) ra > (gu yar)

o. /majsinda-pa-lna/ L W W
(ma jin) (da na:l) na > (ma jin) (da pa:l)

In (48), no K-indexed constraint is available for cloning.!® Turning to potential ®-
indexed constraints, we see that the constraint Prs would, if it were co-indexed to all
underlined phonological elements, favor at least one winner and favor no losers, and so
it is cloned and co-indexed resulting in (49).

(49) Prs | Prs-u || Max | Max-C
a. /margu-ni/ AW W L
d.  /margu-ngu/ w w L L
h.  /gali-pa/ W W L
i.  /gajara/ W W L
k. /margu-nda/ L W w
m. /gali-na/ L W
n. /gujara/ L W
0. /masinda-pa-lna/ L w w

(50) CNTG > *CpLX > ANC > MaX-C/RT > PRs-u > MAX > PRs

16 Actually this is not strictly true. All pasT suffixes for example are undergoers, in which case the MCP would
generate and rank Prspst. Notwithstanding this, the essential argument remains, since other morpholog-
ical classes exist, such as ERGATIVE and “root”, that are not uniformly (non)undergoers, and still need to
be handled by lexically-indexed, not K-indexed, constraints. This minor correction applies equally to the
learning process in §6.
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From there the algorithm proceeds in the now-familiar fashion, resulting in grammar
(50). With its high-ranking Max-C/rT and ANc, (50) does not overgenerate. Moreover,
given the argument in §7.2, that for EvaL there is no detectable difference between M-
indexed and ®-indexed constraints, we can see that grammar (50) is in all material as-
pects identical to grammar (44) learned in §6.

8 Constraint cloning

8.1 Assessing eligibility for cloning

It is necessary now to examine more precisely the processes by which constraints are
deemed eligible for cloning (§8.1), by which a viable set of co-indexed elements is identi-
fied (§8.2), and by which a selection is made between multiple eligible constraints (§8.3).

Earlier, I introduced criteria by virtue of which a constraint becomes eligible for clon-
ing. These are restated in (51) in a generalized from, so that the set S is: a coherent
class of morphs for K-indexing; an idiosyncratic set of morphs for M-indexing; or an
idiosyncratic set of lexical phonological elements for ®-indexing.

(51) A constraint should be sought for cloning which, if it were indexed to set S,
would (i) favor at least one winner, and (ii) favor no losers.

Criterion (??ii) ensures that once the cloned constraint is added to the support, it can
be installed; (51i) ensures that its installation will remove at least one WLP from the
support, and thereby have some hope of freeing up other constraints. The formulation
in (51) improves upon Pater’s (2009: 144) criterion, which is to seek a constraint that
favors no losers “for all instances” of some morph.”” To see why Pater’s criterion fails,
consider WLPs (h,1,0) from the stalled support (38), reproduced in part and in detail in
(52). For the purposes of discussion, I assume we are attempting to learn an M-indexed
constraint, though the argument generalizes to other kinds.

(52) Prs | Max | Max-C

h. /gali-na/ ‘go-com[1mP]’ W
(ga li:y) > (ga li:) na

. /wawa-lna/ ‘see-PURP’

L W% W
(wa wa:l) na > (wa wa:l)
. inda-na-Ina/ ‘walk up-com- ’

0. /majinda-pa-lna/ ‘walk up-com-PURP L W W

(ma 5in) (da na:l) na > (ma jin) (da na:l)

In (52), WLPs (h) and (o) both contain the suffix -na, a regular undergoer which our
procedure ought to co-index to the M-indexed constraint Prsy. In WLP (h) word-final
na is subject to deletion, and Prs favors the winner. In WLP (o) non-final na is parsed

17 Pater’s phrase “favors only winners” is equivalent to my “favors no losers”.
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into a foot and escapes deletion. Nevertheless, for WLP (o) Prs favors the loser. This
has nothing to do with na, but is due to the non-deletion of the unparsed, word-final
non-undergoer -Ina. Pater’s co-indexing criterion asks whether Prs favors no losers “for
all instances” of -na in the support. The answer is “no”, because (0) contains an instance
of -na and Prs favors the loser for (0). This is the wrong result; the suffix -na ought to
get co-indexed to Prsy. It comes about because Pater’s criterion does not discriminate
between morphs that contribute to violations and those which are present in the word,
but do not contribute. The criteria in (51) avoid this problem because they refer directly
to how the co-indexed constraint would perform, were it created. The next two sections
detail how to operationalize them.

8.2 Specifying co-indexed sets

The question considered here is which set S ought to be co-indexed to a given constraint
C if we wish to clone C? The answer varies depending on which kind of indexed con-
straint we are constructing. One possible answer is that no such set exists, and C cannot
be cloned. Seen from that angle, the question here is also: is C eligible for cloning?

K-indexed constraints can be co-indexed only to the morphological classes K, K;...K,
in the language (§6). In (41) I suggested that the preferred class for co-indexation is the
MOST GENERAL one. Thus, to efficiently assess if constraint C is eligible for cloning and K-
indexing, the learner should proceed stepwise through the available classes, ordered by
decreasing generality. The process is one of trial and error. At each step, the constraint
Ck is built and applied to all WLPs in the support. If Cx meets criteria (51) then it is
successful; the process halts and Ck is used, otherwise the trial and error continues. If
by the end, no successful constraint Cg; ...Cky is found, then C is ineligible for cloning.

For M-indexed and ®-indexed constraints, the desired set S can be identified by focus-
ing attention on loci of violation. Suppose we are considering constraint C for cloning.
For any WLP, p, its loci of violation of constraint C fall into three classes: the class w(p),
responsible for violations of C that favor the winner (i.e., the locus occurs in the loser
only), class L(p) which favor the loser (locus occurs in the winner only) and class N(p)
which favor neither (occurs in both). Next define ®y,(;,) as the set of phonological ele-
ments ¢ contained in any of the loci in w(p), and ®, ;) as the set of ¢ elements contained
in any of the loci in L(p). Finally, define ®w as the union of ®y,(,) for all WLPs, py, p; ...
Pn, in the support, and @, as the union of all ;) in the support. Now, consider the set
(Dw — D), the set difference between @y and &p. This is the set of all ¢ elements which
both (i) appear in at least one locus that in at least one WLP causes C to favor a winner,
and (ii) never appear in a locus that causes C to favor a loser. For a ®-indexed constraint
this is an optimal set S. If for a given constraint C, (dw — @) is the null set, then we may
conclude that C is ineligible for cloning.'®

18 To be precise, if (®w — @) is the null set then it is possible that there still exists some additional, viable
set S which contains fortuitous elements ¢; which are elements of both ®w and ®p, such that in EVERY
WLP p in which ¢; is contained in some number n of the loci w(p) there are at least n offsetting loci in
L(p) which contain other elements ¢; which are also in S. Identifying these fortuitous elements ¢;, or even
determining if any exist, would very likely be prohibitively expensive computationally.

88



4 Phonological exceptionality is localized to phonological elements

To find the equivalent for an M-indexed constraint, it is necessary to extrapolate from
dyw and @, to morphs: set S will be the set (Mw — Mp) where My is the set of all morphs
m,,, such that any of m,,’s phonological exponents is an element of @y ; and My, is the set
of all morphs m;, such that any of m;’s phonological exponents is an element of ®;. Note
that My and My, can be calculated only after the calculation of ®w and @y, is performed.

In §7.1 I considered what is involved computationally in assessing violations of ®-
and M-indexed constraints, and argued that the calculations for both are essentially con-
cerned with ¢ elements, not morphs. Here we see that the same is true when learning
the co-indexed set. As in §7.1, one can bring morphs into the picture, to be sure, but in
both cases doing so requires additional computational effort, for no effective difference
in how the grammar will work. In §9 I will argue the theory to be preferred is one which
admits lexically ®-indexed constraints, but not M-indexed.

8.3 Selecting among eligible constraints

Suppose there are multiple lexically-indexed constraints which are eligible for cloning;
which do we choose? The principles of faithfulness delay and freeing-up of markedness
constraints will eliminate some options (§5.1). Beyond that, I suggest the learner chooses
the constraint which favors the most winners, and whose installment would therefore
remove the greatest number of WLPs. A desirable consequence will be a bias toward
restrictiveness. For example, suppose MAX is eligible. If so, then so too is Max-C, Max-
V, Max-p, etc. This “maximize-winners” criterion would select Max, and increase the
restrictiveness of the grammar, relative to the other options.

Interestingly, Becker (2009) proposes a MINIMIZE-winners criterion, whose effect is
to generate many, very specific cloned constraints, each indexed to highly specific sub-
classes in the lexicon. The aim is to account for a particular phenomenon, which I de-
scribe here. I argue that other accounts are possible, and that Becker’s solution has
undesirable consequences.

When language learners assign novel words to existing grammatical categories, they
do so on the basis of statistical correlations that exist in the lexicon, for example be-
tween category membership and aspects of the members’ phonological forms (Poplack,
Pousada & Sankoff 1982; Albright 2002). One such task is to assign a word as excep-
tional or non-exceptional, given evidence which underdetermines that choice. The key
question here is, what existing statistical knowledge do speakers use, and what do they
ignore? In Turkish, speakers appear to ignore correlations between the (non)alternation
of a stop’s laryngeal features and the quality of its neighboring vowel. It is proposed
(Becker 2009; Becker, Ketrez & Nevins 2011) that this is because speakers do not access
lexical statistics per se, rather they attend to the statistics of constraint indexation. Im-
portantly, CoN lacks constraints such as *[+HIGH]tV which refer to a stop and the qual-
ity of its vocalic neighbor. Consequently, no such constraint can be indexed, making
such correlations invisible and hence irrelevant to a speaker when she assigns a novel
word to a (non)exceptional lexical category. Assuming this is the case, then in order for
fine-grained knowledge to be available to speakers, an atomizing, “minimize-winners”
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criterion for cloning is needed. However, this solution would seem neither necessary
nor warranted.

Notwithstanding the facts of Turkish, speakers in other languages and performing
other novel-word tasks do use lexical correlations which lack a corresponding constraint
in Con (Moreton & Amano 1999, Albright 2002, Albright & Hayes 2002, Ernestus &
Baayen 2003), indicating that speakers are capable of such computation. In that case,
atomized indexed constraints alone are not enough to produce the Turkish results. An
additional stipulation is required, that this ability is suppressed when assigning novel
words to exceptionality classes; yet this leads to a curious view of phonology. Whereas
the grammar is usually the store of generalizations, just in the case of exceptionality, it is
a store of highly detailed idiosyncrasy, and just in that case speakers ignore their usual,
lexical store of idiosyncrasy and turn to the grammar. More satisfying would be to find
some other explanation of the Turkish data. While that would take us well beyond this
scope of this paper, it can be noted that what is required is a mechanism that can filter
the lexical information in some way. That mechanism needn’t be part of the OT gram-
mar. Indeed, if it is true that learners build certain constraints during learning (Flack
2007b, Hayes & Wilson 2008, Hayes 2014), then there must exist EXTRA-grammatical
generalization devices, which may provide the lexicon-filtering power needed. For now
I conclude that that Becker’s proposal follows from just one possible solution to an in-
teresting puzzle, however both the puzzle and solution are outliers relative to what else
we know. In contrast, a “maximize-winners” criterion leads to the learning of restrictive
grammars, and on those general grounds would appear correct.

9 Discussion

9.1 The case against concrete accounts

Throughout this paper, I have considered only the ABsTRACT phonological approach to
analyzing exceptionality, gradually building the argument that its superiority to the mor-
phological approach lies in the fact that it localizes exceptionality to specific ¢ elements,
which are the elements in terms of which the relevant computation must be carried out.
ConNcreTE phonological approaches also localize exceptionality at a sub-morphological
level, but compared to the abstract approach they are ill-suited to learning, and to seri-
ality, as follows.

Lexical indexation is an ideal response to BCD inconsistency, because it annotates
the lexicon with indices which are invisible to all previously installed constraints. This
guarantees, without needing to check, that all previously accounted-for WLPs remain
accounted for. Even if some of them contain lexical ¢ elements which acquire a new
index, their violations of all previously ranked constraints remain unchanged, since no
previously-ranked constraint is sensitive to the new index. In contrast, the alteration of
phonological form — for example, removing a root node from certain segments — may
very well alter the evaluation of WLPs by already-ranked constraints, thus it requires a
re-evaluation of the entire ranking. It is not possible to simply repair an inconsistency
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and resume the BCD process. An ABSTRACT phonological account is therefore easier to
learn.

In serial theories, concrete phonological approaches face the problem that in non-
initial strata, it is possible that a preceding stratum will have removed, altered, moved or
introduced, those aspects of phonological form which should function as pseudo-indices,
which lack Consistency of Exponence. This opens up the possibility of all manner of
phonological manipulations of exceptionality, for which I am unaware of any evidence.

Taking a more historical view, Chomsky (1964) criticized concrete phonological ac-
counts espoused by structuralists (e.g. Bloomfield 1939) for the proliferation of under-
lying segments that they entailed. To the extent that such concerns matter to modern
phonological theories, ®-indexation avoids such proliferation by augmenting represen-
tations with non-phonological indices (cf §7), rather than additional underlying phono-
logical distinctions.

9.2 The case against M-indexing

In §7 and §8 I showed that for both constraint evaluation and constraint learning, ex-
ceptionality is calculated in terms of phonological elements, not morphs. Morphs can
be brought into the picture, but at additional computational cost and to no effect. Per-
haps, however, it is nevertheless empirically true that exceptionality is inherently morph-
bound. If that were so, then phonological exceptionality in any morph m would always
be either (i) uniform throughout all phonological exponents of m or (ii) entirely pre-
dictably located within m. Yet this is not the case. If we accept something along the lines
of Anderson’s (1982) analysis of French schwa as an exceptionally-deleting /a/ vowel,
then that exceptional property is neither uniform throughout morphs nor does it have
a predictable location. Similarly, in Turkish, non-high round vowels are phonotactically
exceptional outside the first syllable (Clements & Sezer 1982; Hulst & Weyer 1991), yet the
location of the exception is not predictable, as seen in a comparison of otoban ‘highway’,
monoton ‘monotone’, fenomen ‘phenomenon’ and paradoks ‘paradox’. There is no doubt
that in most known cases, exceptionality does happen to be either uniform or predictable
within a morph, but this follows uninterestingly from the fact that most exceptional
morphs are short, or that most phonological alternations are either local, in which case
their location inside a morph is predictably restricted to an edge, or domain-spanning,
in which case the morph acts uniformly. However, when such uninformative cases are
set aside, the small, informative residue of evidence does not support the morph-based
view.

A second argument in defense of M-indices might be that morphs, and not ¢ elements,
belong to lexical strata, and that a single morphological diacritic can therefore coherently
index a whole set of phonological exceptionality patterns, patterns which impact differ-
ent parts of the morph and which therefore would be only incoherently represented by
individual diacritics on ¢ elements. Yet the empirical falsity of this claim has long been
recognized. SPE (Chomsky & Halle 1968) permitted both stratal diacritics, later labeled
MORPHOLOGICAL FEATURES (Postal 1968) and more specific RULE FEATURES (Lakoff 1970),
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in view of the fact that distinct phonological patterns associated with strata are not uni-
formly attested in all morphs. For more recent work, see for example Labrune (2012:
71,72,85ff) on Japanese.

A third argument in defense of M-indices might be that since some kinds of phonologi-
cal exceptionality are cyclic (§7.1), and since cycles are inherently tied to morphology, not
¢ elements, then something like M-indices are required anyhow, in which case ®-indices
are redundant. I would suggest that this is a category mistake. While it is true that cycles
are inherently tied to morphology, they are tied not to morphs, but to morphological
operations. Some operations are non-concatenative and hence morph-free (Anderson
1992). Cyclicity effects, therefore, are about how phonological subgrammars correlate
with OPERATIONS; in contrast, ®-indices are about correlation with Forms. M-indices fall
uncomfortably in between. Since they are inherently attached to morphs, they will be
unavailable for the triggering of cyclicity effects associated with non-concatenative oper-
ations. And, as we have seen above, they are inefficient, and in all likelihood insufficient,
devices for exceptionality of forms.

10 Conclusion

For most of the generative period, an implicit assumption has been that we must choose
between a concrete phonological and a diacritic morphological approach to phonological
exceptionality.!” But the argument from learning is that the correct theory is phonologi-
cal and diacritic, based on lexical phonological indices which are visible to the phonology
but not manipulable by it. The concrete phonological approach, whose pseudo-indices
are manipulable by the phonology, is ill-suited to efficient learning (§9.1). Diacritic ap-
proaches are well suited to learning; however the computation of exceptionality is sim-
ply not carried out in terms of morphs, rather its currency is lexical phonological ele-
ments. This is true for both constraint evaluation (§7.1) and the learning of co-indexation
(§8.2). Concurrently, plausible assumptions about learning ensure that a diacritic phono-
logical account does not suffer from overgeneration (§5.3), and reveal the need for a mor-
phological analytic bias, operationalized here as the Morphological Coherence Principle
(§6). Finally, a morph-based diacritic theory appears empirically insufficient in the in-
evitably small number of cases that are informative (§9.2). No doubt there is much more
to be said on the topic of exceptionality, but I hope to have established that the nature
of exceptionality is, in essence, phonological and diacritic.

Abbreviations

Abbreviations conform with the Leipzig glossing rules; in addition are: LEsT ‘lest’ and
SET ‘inclusion/one of a group’ (Dixon 1977a).

19 Except, trivially, in purely abstract theories (e.g. Lamb 1966, Fudge 1967).
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Chapter 5

U-umlaut in Icelandic and Faroese:
Survival and death

Hoskuldur Thrainsson

University of Iceland

Although Icelandic and Faroese are closely related and very similar in many respects, their
vowel systems are quite different (see e.g. Anderson 1969b; Arnason 2011). This paper com-
pares u-umlaut alternations in Icelandic and Faroese and shows that the Faroese umlaut has
anumber of properties that are to be expected if the relevant alternations are morphological
(or analogical) rather than being due to a synchronic phonological process. In Icelandic, on
the other hand, u-umlaut has none of these properties and arguably behaves like a living
phonological process. This is theoretically interesting because the quality of the vowels in-
volved (both the umlaut trigger and the target) has changed from Old to Modern Icelandic.
In addition, u-umlaut in Modern Icelandic is more opaque (in the sense of Kiparsky 1973)
than its Old Icelandic counterpart, i.e. it has more surface exceptions. An epenthesis rule in-
serting a (non-umlauting) /u/ into certain inflectional endings is the cause of many of these
surface exceptions. Yet it seems that u-umlaut in Icelandic is still transparent enough to
be acquired by children as a phonological process. In Faroese, on the other hand, u-umlaut
became too opaque and died out as a phonological rule. It is argued that this has partly
to do with certain changes in the Faroese vowel system and partly with the fact that the
u-epenthesis rule was lost in Faroese.

1 Introduction

Anderson put the process of u-umlaut in Icelandic on the modern linguistic map with
the analysis he proposed in his dissertation (Anderson 1969b) and several subsequent
publications (Anderson 1969a; 1972; 1973; 1974; 1976). Because of changes in the vowel
system from Old to Modern Icelandic, the nature of the umlaut process changed some-
what through the ages (see e.g. Benediktsson 1959). The most important part of u-umlaut,
and the only part that is alive in the modern language, involves /a/ ~ /¢/ alternations in
the old language (phonetically [a] ~ [0], as shown in 2), which show up as /a/ ~ /6/ alter-
nations in the modern language (phonetically [a] ~ [ce], cf. 2). This is illustrated in (1)
with the relevant vowel symbols highlighted:

Hoskuldur Thrainsson. 2017. U-umlaut in Icelandic and Faroese: Survival and death.
I In Claire Bowern, Laurence Horn & Raffaella Zanuttini (eds.), On looking into words
(and beyond), 99-113. Berlin: Language Science Press.
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(1)  Old Icelandic: Modern Icelandic:
saga ‘saga’, OBL sQgu, PL sQgur  saga, OBL sOgu, PL SGgur
hvass ‘sharp’, DAT hvgssum hvass, DAT hvdssum
tala ‘speak’, 1.pL tolum tala, 1PL tolum

As these examples suggest, the quality of the root vowel /a/ changes when a /u/ follows
in the next syllable. The relevant proecesses can be illustrated schematically as in (2). For
the sake of simplicity I use conventional orthographic symbols to represent the vowels
and only give IPA-symbols for the vowels that are important for the understanding of
the umlaut processes. The umlaut-triggering vowels are encircled:!

(2) a. w-umlaut in Old Icelandic and the system of short vowels:

[-back] [+back]
[-round] [+round] [-round] [+round]
[+high] i y @ [u]
e o 0

[+low] ¢ a[a] — o [9]
b. u-umlaut in Modern Icelandic and the system of monophthongs:?
[-back] [+back]
[-round] [+round] [-round] [+round]
[+high] i u [u]
i @ [v]
[+low] e 0 [,e] «—a[a] o [9]

The gist of Anderson’s analysis of u-umlaut can then be illustrated semi-formally as
in the traditional generative phonological notation in (3), with the assimilating features
highlighted (see also Rognvaldsson 1981: 31, Thrainsson 2011: 89-90):*

(3) a. w-umlaut in Old Icelandic:

/a/ — [+round] / _CoViiround

+high
L +back |
b. u-umlaut in Modern Icelandic:

Ja/ — |+TOUR ] | CoV

—back ’+r0und"

-back
-low |

! Note that in the representation of the Modern Icelandic vowel system, the accents over vowel symbols
have nothing to do with quantity but simply denote separate vowel qualities. Thus /i/ is [i], /i/ is [1], /4/ is
[u] and /u/ is [¥], as the schematic representation in (2) suggests.

2]am assuming here, like Thrainsson (1994) and Gislason & Thrainsson (2000: 34), for instance, that Mod-
ern Icelandic only distinguishes between three three vowel heights and that /e/ [¢] and /6/ [ce] are both
phonologically [+low], like /a/ [a] and /o/ [o]. For different assumptions see e.g. Arnason (2011: 60).

3 Here, and elsewhere in this paper, I will use the kinds of formulations of rules and conditions familiar
from classical generative phonology since much of the work on u-umlaut has been done in that kind of
framework. For analyses employing more recent frameworks see Gibson & Ringen 2000, Hansson 2013

and Ingason 2016. Most of the argumentation in this paper should be relatively framework-independent,
however.
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As the illustration in (3) shows, the modern version of the umlaut is somewhat more
complex than the old one, assimilating two features rather than one. Nevertheless, it is
still arguably a phonologically (or phonetically) natural assimilation process, assimilat-
ing rounding and backness.

Although the u-umlaut discussion was most lively on the international scene in the
1970s (see e.g. Iverson 1978; Iverson & Anderson 1976; Oresnik 1975; 1977, cf. also Valfells
1967), the topic keeps popping up to this day, e.g. in journals and conferences dedicated
to Scandinavian linguistics (see e.g. Gibson & Ringen 2000; Indridason 2010; Thrains-
son 2011; Hansson 2013) and even in recent master’s theses and doctoral dissertations
(see Markusson 2012; Ingason 2016). The main reason is that while u-umlaut in Modern
Icelandic is obviously very productive, being applied consistently to new words and loan-
words, it shows a number of intriguing surface exceptions. These have been discussed
extensively in the literature cited but here I will concentrate on the most common and
widespread one, namely the lack of umlaut before a /u/ that has been inserted between
the inflectional ending /r/ and a preceding consonant. This epenthesis did not exist in
Old Icelandic as illustrated in (4):

(4)  Old Icelandic: Modern Icelandic:
dalr ‘valley’, latr ‘lazy’  dalur, latur

If u-umlaut is a phonological rule in the modern language, this u-epenthesis has to fol-
low it, as it did historically. This is one of the properties of u-umlaut that have been used
to argue for the necessity of relatively abstract phonological representations and deriva-
tions (e.g. Anderson 1969b; 1974; Rognvaldsson 1981; Thrainsson 2011; Hansson 2013)
while others have maintained that y-umlaut is not a phonological process anymore in
Modern Icelandic and the relevant alternations are morphologized and purely analogi-
cal (see e.g. Markusson 2012) or at least “morpheme-specific”, i.e. triggered by particular
morphemes that may or may not contain a /u/ (Ingason 2016).*

In this paper I will compare u-umlaut alternations in Modern Icelandic and Modern
Faroese. This comparison will show very clearly that u-umlaut in Modern Faroese has a

4 Ingason (2016: 220) formulates his umlaut rule as follows:
Realize an underlying /a/ as /6/ in the syllable which precedes the morpheme which triggers the umlaut.

As can be seen here, no mention is made of a triggering /u/ in the rule. The reason is that Ingason wants
to derive all all paradigmatic /a/ ~ /6/ alternations the same way, including the ones where /u/ has been
syncopated historically. Thus he argues that the NoM.sG. morpheme -¢ in feminine nouns like sok ‘guilt,
case’ and the NoM./Acc.PL. morpheme -¢ in neuter nouns like bérn ‘children’ triggers umlaut the same way
that the DAT.PL. morpheme -um does in sékum and bérnum. But many researchers have wanted to distin-
guish between morphologically conditioned umlaut, where there is no triggering /u/, and phonologically
conditioned umlaut triggered by /u/, e.g. Rognvaldsson (1981). One reason for doing so comes from the
behavior of loanwords like the adjective smart ‘smart, chic’. Here the Nom.sG.F and the NOM/ACC.PL.N can
either be smart or smort, i.e. a morphologically conditioned umlaut may or may not apply. But once an
umlauting inflectional ending containing /u/ is added to the loanword smart, the u-umlaut becomes obliga-
tory. Thus DAT.PL can only be smoért-um and not *smart-um and the Nom.PL.wK form has to be smért-u and
not *smart-u. This suggests that the morphologically conditioned umlaut is more prone to exceptions than
the phonologically conditioned one, which is actually to be expected. Thanks to Eirikur Régnvaldsson for
pointing this out to me.
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number of properties (e.g. paradigm levelling, various kinds of exceptions, total absence
from certain paradigms, inapplicability to loanwords ...) that are to be expected if the
relevant alternations are no longer due to a synchronic process. In Modern Icelandic, on
the other hand, u-umlaut has none of these properties and behaves more like a phono-
logical rule. This is of general theoretical interest since it illustrates how phonological
rules can survive (in the case of Icelandic) despite reduced transparency (in the sense
of Kiparsky 1973) and how changes in the phonological system can cause the death of a
phonological rule (in the case of Faroese) and what the consequences can be.

The remainder of the paper is organized as follows: In §2 I first illustrate how the
u-epenthesis works in Modern Icelandic and then present a couple of arguments for the
phonological (as opposed to morphological) nature of Modern Icelandic u-umlaut. §??
first describes some facts about the Faroese vowel system that must have been impor-
tant for the development of u-umlaut and then shows that u-epenthesis does not exist
anymore as a phonological process in Modern Faroese. It is then argued that these de-
velopments led to the death of u-umlaut as a phonological process in Faroese. §?? then
contains a systematic comparison of u-umlaut alternations in Modern Icelandic and Fa-
roese, concluding that the Faroese ones must be analogical (and morphological) in nature
as they do not exhibit any of the crucial phonological properties that Modern Icelandic
u-umlaut alternations show. In Icelandic, on the other hand, u-umlaut does not show the
non-phonological properties listed for its Faroese counterpart. §?? concludes the paper.

2 u-epenthesis and u-umlaut in Modern Icelandic

2.1 The epenthesis rule

The phoneme /r/ frequently occurs in Old Icelandic (Old Norse) as a marker of various
morphological categories, including Nom.sG of strong masculine nouns and adjectives
as illustrated in (5). It sometimes assimilated to a preceding consonant, e.g. /s, 1, n/ (cf.
5¢),> but it was deleted after certain consonant clusters, such as /gl, gn, ss/ (cf. 5d):

(5) a. stor-r ‘big’, mé-r ‘peat’, hda-r ‘high’
b. dal-r ‘valley’, lat-r ‘lazy’, tom-r ‘empty’, hard-r ‘hard’
c. Is-s ‘ice’, laus-s ‘loose’, stol-l ‘chair’, fin-n ‘fine’
d. fugl ‘bird’, vagn ‘wagon’, foss ‘waterfall’ (stem foss-)

It is likely that the /r/ in words of type (5b) was syllabic in Old Icelandic. There are
no syllabic consonants in Modern Icelandic, on the other hand. Instead a /u/ appears
between the /r/ and the preceding consonant in the modern version of words of type
(5b). There is historical evidence for this u-insertion from the late thirteenth century and

5 Assimilation to stem-final /I, n/ only happened in Old Icelandic if these consonants were preceded by
long vowels, i.e. Old Icelandic diphthongs and vowels that are standardly represented by accented vowel
symbols in Old Icelandic orthography, cf. stél-l ‘chair’ vs. dal-r ‘valley’, fin-n ‘fine’ vs. lin-r ‘soft, limp’,
heil-1 ‘whole’ vs. hol-r ‘hollow’.
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onwards (see e.g. Kristinsson 1992 and references cited there) and many linguists have
argued that u-epenthesis is still a productive phonological process in Modern Icelandic
(e.g. Anderson 1969b,a; Oresnik 1972; Rognvaldsson 1981; Kiparsky 1984).° This implies
that speakers distinguish between a -ur-ending where the underlying morpheme is #-r#
and the /u/ is epenthetic (and does not trigger u-umlaut) and a -ur-ending where the /u/
is not epenthetic and the underlying morpheme is #-ur# (and the /u/ triggers u-umlaut).
This contrast is illustrated in (??) vs. (??) (see also the examples in 1 and 4 above):

(6) a #dal+r# ‘valley’ Nom.sc.M — dal-ur by epenthesis no umlaut
#lat+r#  ‘lazy’ NOM.SG.M —> lat-ur by epenthesis no umlaut

b. #sag+ur# ‘sagas’ NOM.PLF —> sdg-ur u-umlaut
#tal+ur# ‘numbers’ NOM.PLF — tol-ur u-umlaut

Thus the Nom.sG ending #-r#, which is both found in strong masculine nouns like dalur
‘valley’ and in the strong masculine form of adjectives like latur ‘lazy’, does not have the
same properties as the Nom.PL ending #-ur# which is found in feminine nouns like sogur
‘sagas’ and tolur ‘numbers’. Despite their surface similarities in certain environments,
speakers can clearly distinguish these endings. A part of the reason must be that the
NOM.5G.M ending #-r# only shows up as -ur in phonologically definable environments,
i.e. the modern version of words with stems of type (5b), whereas the NoM.PL.F ending #-
ur# is not so restricted and always shows up as -ur. This is illustrated in Table 1 (compare
the examples in 5).

Comparison of Table 1 and the Old Icelandic examples in (5) reveals a slight extension
of r-deletion: The /r/ of the morphological ending #-r# is now deleted after /r/ (compare
line d of the table to 5a) and after all instances of /s/, not just /ss/ (compare line d of the
table to (5¢,d)). The u-epenthesis illustrated in line b of Table 1 is an innovation, of course.
Otherwise the NoM.sG.M ending behaves in much the same way as in Old Icelandic. The
different behavior of the morphemes compared in Table 1 can be seen as an argument
for distinguishing them in the underlying form, e.g. for not analyzing the N.sG.M ending
as #-ur#.

2.2 Some phonological properties of Modern Icelandic u-umlaut

In this section I will mention two sets of facts which show that u-umlaut still has certain
properties in Modern Icelandic that are to be expected if it is a phonologically condi-
tioned process.

¢ Oresnik later maintained that u-epenthesis could not be a synchronic rule in Modern Icelandic because
of the existence of exceptional word forms like klifr ‘climbing’ (from the verb klifra ‘climb’), sétr ‘slurp-
ing’ (from the verb sétra ‘slurp’), pukr ‘secretiveness’ from the verb pukra(st) ‘be secretive about’, etc.
(Oresnik 1978; see also the discussion in Kjartansson 1984). In words of this kind one would have expected
u-epenthesis to apply. The importance of these exceptions is not very clear since this is a very special class
of words (all derived from verbs ending in -ra) and it is typically possible or even preferred to apply the
epenthesis rule to these forms, giving klifur, sotur, pukur, etc. For the sake of completeness it should be
noted that the final -r in word forms like sétr, pukr has to be voiceless and this may be related to the fact
that there are no syllabic consonants in Modern Icelandic, as stated above.
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Table 1: Phonological realization of the inflectional endings #-r# and #-ur# in

Modern Icelandic.

type of stem

phonological realization of
the NoM.sG.M ending #-r#

phonological realization of
the NoM.PL.F ending #-ur#

ending in a vowel

ending in a sin-
gle consonant
(but see ¢)
ending in a high
vowel + /L,n/

-r

(mé-r ‘peat’, ha-r ‘high’)
-ur

(dal-ur ‘valley’, lat-ur ‘lazy’)

assimilation

-ur
(I6-ur ‘golden plovers’)
-ur
(sOg-ur ‘sagas’, tol-ur
‘numbers’)
-ur

e,
(spus-ur ‘wives’, sul-ur

(stél-1 ‘chair’, fin-n ‘fine’) ‘columns’, dyn-ur

‘mattresses’)
d. endingin/s, 1/ or ) -ur
consonant del‘etlon ) (ys-ur ‘haddocks’, aus-ur
clusters ending (is 'ice’, laus "loose’, foss ‘scoops’, hor-ur ‘whores’,
in /1, n/ such as :Waterfall"bjér ‘beer’, stor ugl-ur ‘owls’, hrygn-ur
/gl, gn/ big’, fugl "bird’, vagn ‘spawning fish’, byss-ur

‘wagon’) ‘guns)

First, if u-umlaut was morphologically conditioned and not phonologically, we would
expect it to be restricted to certain morphological categories or parts of speech. It is
not. It applies in the paradigms of nouns, adjectives and verbs when a /u/ follows in the
inflectional ending (with the exception of the epenthetic /u/ already mentioned). This is
illustrated in (7):

(7) a. saga ‘saga’, OBL.SG s0g-u, NOM/ACC.PL sGg-ur, DAT.PL sOg-um
b. snjall ‘smart’, DAT.SG.M snjéll-um, NOM.PL.WK snjéll-u
c. kalla ‘call’, 1.pL.PRS ko6ll-um, 3.pL.PST kollud-u

The so-called i-umlaut is very different in this respect. It is clearly not alive as a phonolog-
ical rule anymore but its effects can still be observed in the modern language in certain
morphologically definable environments. As a result we can find near-minimal pairs of
word forms where i-umlaut has applied in one member but not the other although the
phonological conditions seem identical. Some examples are given in (8):

(8) a. hattur ‘mode’, DAT.SG heett-i/* hatt-i, NOM.PL haett-ir/*hatt-ir

b. sattur ‘satisfied’, NOM.SG.M.WK *seett-i/sdtt-i, NOM.PL.M *seett-ir/satt-ir

In (8a) we see examples of the paradigmatic alternation /a ~ &/ (phonetically [au] ~ [ai] in
the modern language, probably [a:] ~ [&:] in Old Icelandic) originally caused by i-umlaut.
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In the NoM.sG we have /4/ in the stem but in the DAT.SG the only acceptable form is heetti
and the “non-umlauted” version *hdtti is unacceptable. Similarly, in the Nom.PL only
heettir is acceptable and *hattir is not. At a first glance we might think that an /i/ in
the inflectional ending is still causing this “umlaut” but a comparison with the adjecti-
val forms in (8b) indicates that this cannot be the case. Here the only acceptable weak
NOM.SG.M form is satti and not “saetti and the only Nom.PL.M form is sdttir and not *seettir.
So the i-umlaut alternations in Modern Icelandic are clearly morphologically conditioned
and not phonological anymore (see also Thrainsson 2011: 93 for further examples of this
kind).

Second, recall that standard generative phonology formulations of u-umlaut in Ice-
landic of the kind illustrated in (3b) above state explicitly that /u/ only triggers umlaut
of /a/ in the immediately preceding syllable. This is illustrated by examples like the fol-
lowing:

(9) a. bakki ‘bank’ DAT.PL bokk-um/*bakk-um

b. akkeri ‘anchor’ DAT.PL *6kker-um/akker-um

In (9a) the u-umlaut obligatorily applies to the root vowel /a/ in the immediately preced-
ing syllable. In (9b), on the other hand, the /u/ in the (same) inflectional ending cannot
apply to the root vowel /a/ because there is a syllable intervening. An interesting and
much discussed case, e.g. by Anderson in several of the publications cited above, in-
volves trisyllabic words with two instances of /a/ in the stem. Consider the examples in
(10):

(10) a. kalla call
1.5G.PST kalla-d-i, 1.pL.PST “kallo-0-um/kollu-0-um/*kallu-0- um/*kélla-0-um

b. banan-i ‘banana’
DAT.PL banén-um/béonun-um/*banun-um/*bénan-um

Consider first the conceivable 1.pL.psT forms of the verb kalla ‘call’. Based on the formu-
lation (3b) of the u-umlaut rule, one might have expected the form *kall6dum, where the
/u/ in the inflectional ending triggers u-umlaut of the /a/ in the preceding syllable. This is
not an acceptable form, however. The reason is that in forms of this sort a “weakening”
of unstressed /6/ to /u/ is obligatory. This weakening is found in in many words, e.g. the
plural of the word hérad ‘district’, plural héréd or (preferred) hérud, medal ‘medicine’,
plural medol or (preferred) medul. It is not always obligatory but it seems that in the
past tense of verbs of this sort it is. But once the (umlauted) /6/ in *kall6dum has been
weakened to /u/ it obligatorily triggers u-umlaut of the preceding /a/ so kélludum is ac-
ceptable but “kalludum is not. Finally, the form *kélladum is not acceptable either, since
there u-umlaut would be applied across an intervening syllable, which is not possible,
as we have seen (cf. 9b). The u-umlaut works in a similar fashion in the word banani,
except that here the weakening of the second (and unstressed) syllable from /6/ to /u/ is
not obligatory. Hence banénum is an acceptable form, with the /u/ in the final syllable
triggering u-umlaut of the preceding /a/ to /6/. But if this /6/ is further weakened to
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/u/, then u-umlaut of the first /a/ is obligatory and bénunum is an acceptable form but
*banunum is not.” As predicted by the formulation of the u-umlaut rule in (3b) a form
like *bénanum is unacceptable because there the u-umlaut would have applied across an
intervening syllable. Facts of this sort have been interpreted as showing that u-umlaut
in Modern Icelandic is of a phonological nature since it depends on syllabic structure
(no syllables can intervene between the umlaut trigger and the target) and it can be ap-
plied iteratively (a /u/ which itself is derived by u-umlaut and subsequent independently
needed weakening can trigger u-umlaut).

3 The conditions for u-umlaut in Modern Faroese

3.1 u-umlaut and the Modern Faroese vowel system

Modern Faroese has preserved some u-umlaut-like vowel alternations. A couple of ex-
amples are given in (11) (see also Thrainsson et al. 2012: 78, 100, passim):

(11)  dag-ur ‘day’, DAT.PL dog-um; spak-ur ‘calm’, NOM.PL.WK spok-u

At first glance, these alternations seem very similar to the Icelandic ones described in
the preceding sections. But while the u-umlaut alternations are arguably phonologically
(or phonetically) natural in Modern Icelandic (see the diagram in 2b and the formulation
in 3b), it will be claimed below that this is not the case in Faroese. To demonstrate this,
it is necessary to look closely at the Faroese vowel system. Consider first the follow-
ing schematic representation of Faroese u-umlaut of the type just illustrated, where the
alleged umlaut trigger is encircled (cf. Thrainsson 2011: 98, Thrainsson et al. 2012: 33,
compare Arnason 2011: 248-250):2

(12) w-umlaut in Modern Faroese and the system of monophthongs:

[-back] [+back]
[-round] [+round] [-round] [+round]
[+high] i y ® [w/v]
e olo/ce] o
[+low] e [ea/a] a o)

Something like (13) would seem to be a possible formulation of a process of this kind
in traditional generative phonology terms (compare 3b):

7 It is sometimes claimed that bonénum is also an acceptable form for some speakers. If this is so, it is possible
that the /6/ in the next-to-last syllable triggers u-umlaut (i.e. 6-umlaut!) of the /a/ in the first syllable.
That would simply mean that the feature [-low] in the definition of the environment of the u-umlaut in
(3b) would be omitted. But since there are no derivational (nor inflectional) morphemes containing an
underlying /6/ (i.e. an /6/ that cannot have been derived by u-umlaut), this proposal cannot be tested
independently of the iterative rule application, as pointed out by a reviewer.

8 Vowel length is predictable in Faroese, as it is in Icelandic: Vowels are long in stressed open syllables,
otherwise short. As illustrated in the brackets in (12), there is often a considerable difference in the phonetic
realization of the long and short variants. This will be illustrated below. — It should be noted that Arnason
(2011: 76) assumes a different analysis of Faroese monophthongs.
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(13) Possible phonological formulation of u-umlaut in Modern Faroese:

+round
/el — [ Jow ] / —CoVT4round
+back
-low

Presented this way, u-umlaut in Faroese looks like a fairly natural assimilation rule at
a first glance.’ But the facts are somewhat more complicated.

First, the alleged trigger /u/ is not too stable in Modern Faroese. The reason is that
unstressed /i,u/ are not distinguished in all Faroese dialects. In some dialects they merge
into an [1]-like sound, in others into an [+]-like sound but some dialects distinguish them
as [1] and [v] (see Thrainsson et al. 2012: 27, and references cited there). This situation has
clearly added to the phonological opacity of u-umlaut alternations for speakers acquiring
Faroese.

Second, the target of the u-umlaut in Faroese is arguably a “moving” one. As indicated
in (12), the umlaut affects the phoneme represented there as /2/. As the orthography
suggests, it is a descendant of Old Norse /a/ in words like dagur, spakur (see 11). It is
realized phonetically as [ea:] when long and [a] when short, as shown in (12), cf. spakur
[speaPkei] ‘calm’, sG.N spakt [spakt] (see Thrainsson et al. 2012: 34 passim). But in the
history of Faroese Old Norse /a/ [a] and /e/ [e:] merged so the phoneme represented here
as /ee/ can also be a descendant of Old Norse /e/ and then it is represented in the spelling
as ‘@, cf. traelur [t"1ealea] ‘slave’, da [ea:va] ‘eider duck’. Words written with ‘@’ show
the same alternation between long [ea:] and short [a] as demonstrated for spakur and
spakt above (e.g. veenur [veamnwi] ‘beautiful’ sc.m vs. veent [vant], cf. Thrainsson et al.
2012, p. 34). Yet it seems that u-umlaut is rarely if ever found in the ‘s’-words. Thus
the pAT.PL of treelur is traelum and not “trelum (compare DAT.PL dolum of dalur ‘valley’)
and although the words ada ‘eider duck’ and ada ‘(big) mussel’ sound the same, i.e. as
[ea:va], the DAT.PL of the former has to be &dum [ea:von] and gvum [g:von] can only be
DAT.PL of ada."’

To further complicate matters, the development of Old Norse /a/ in Faroese has left
“room” for a “regular /a/” in the Faroese vowel system, as shown in the diagram in (12).
It occurs in loanwords and is realized as [a:] when long and [a] when short, cf. Japan
[ja"pan], japanskur [jap"anskwi] ‘Japanese’!! It does not seem that this vowel ever
undergoes u-umlaut in Faroese (for further discussion see §4).

% A reviewer suggests, however, that a process changing rounding and height as formulated for Faroese in
(13), might be less natural from the point of view of acoustic phonetics than a process changing rounding
and backness the way the u-umlaut rule in Modern Icelandic does according to (3): The former affects
both F1 (for the height difference) and F2 (for rounding) whereas the latter affects F2 in opposite directions
(raising it for fronting but lowering it for rounding). Thus the Modern Icelandic u-umlaut rule would
“generate more similar input-output mappings”, which may be preferred to less similar ones.

10 A reviewer points out that the fact that u-umlaut does not apply do ‘@’-words in Faroese suggests that
“u-umlaut had already taken on a morphological character before /a/ and /e/ merged.” But since there are
no written records of Faroese from 1400-1800, the historical development of the language is very murky.

1 n the noun Japan the stress falls on the first syllable, in the adjective japanskur it falls on the second one
as indicated. Hence the quantity alternation in the first vowel.
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Finally, there is no u-epenthesis in Modern Faroese to “explain away” apparent excep-
tions to u-umlaut as will be shown in the next section.

3.2 The lack of u-epenthesis in Modern Faroese

Now recall that the most obvious surface exception to u-umlaut in Modern Icelandic is
due to the u-epenthesis described above. This rule creates -ur-endings that do not trigger
u-umlaut. It was argued that this epenthesis rule is still productive in Icelandic, witness
the fact that it only applies in phonologically definable environments. Hence there is
a clear distributional difference between -ur-endings produced by the epenthesis rule
(and not triggering u-umlaut) and -ur-endings where the /u/ is a part of the underlying
form (and triggers umlaut). This is not the case in Faroese, where the ending -ur as a
marker of the NoM.sG of strong masculine nouns and adjectives, with a /u/ that was his-
torically inserted by epenthesis, has been generalized to all environments. Hence it has
become distributionally indistinguishable from other -ur-endings. Table 2 compares the
phonological realization of the NOM.sG.M #-r#-ending in Modern Icelandic to its Modern
Faroese counterpart (see also Thrainsson 2011: 100):

Table 2: Phonological realization of a strong Nom.sG.M-ending in Modern Ice-
landic and Modern Faroese.

type of stem phonological realization of a  phonological realization of a
strong NoM.sG.M ending in strong NOM.sG.M ending in
Modern Icelandic Modern Faroese
a. endinginavowel -r -ur
(mé-r ‘peat’, ha-r ‘high’) (mé-ur/mégv-ur ‘peat’, ha-ur
‘high’)
b. ending in a sin- -ur -ur
gle consonant (dal-ur ‘valley’, lat-ur lazy’)  (dal-ur ‘valley’, lat-ur lazy’)
(but see ¢)
c. ending in a high o -ur
vowel + /Ln/ assimilation (stél-ur ‘chair’, fin-ur “fine’)
(st6l-1 ‘chair’, fin-n ‘fine’)
d. endingin/s, 1/ or ) -ur
consonant delfetlon ) (is-ur ‘ice’, leys-ur ‘loose’,
clusters like /gl, Sis ice’, laus lo?se’, foss foss-ur ‘waterfall’, stor-ur
gn/ waterfall’, stor "big’, fugl ‘big’, fugl-ur ‘bird’, vagn-ur

‘bird’, vagn ‘wagon’) ‘wagon’)

This has clearly made the u-umlaut rule in Faroese more opaque since now the non-
umlauting and umlauting ur-endings occur in the same phonological environments. It
seems very likely that this has contributed to the death of u-umlaut as a phonological
process in Faroese.
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4 Testing the predictions

In the preceding discussions I have described /a ~ 6/ alternations in Modern Icelandic
and their Modern Faroese counterparts. I have argued that the Icelandic alternations are
still governed by a synchronic phonological process. Although these alternations are still
found in Modern Faroese, I have argued that they cannot be governed by a phonological
rule. Instead they must be morphologically governed or analogical. This analysis makes
several testable predictions (see Thrainsson 2011: 100-102).

First, we do not a priori expect phonologically conditioned alternations to be restricted
to particular morphological categories whereas morphologically conditioned alterna-
tions obviously are, by definition. As we have already seen, the Icelandic u-umlaut occurs
in the inflectional paradigms of nouns, adjectives and verbs and in various grammatical
categories (cases, numbers, tenses, persons ...). Its Faroese counterpart behaves differ-
ently. It is found in the inflectional paradigms of nouns and adjectives, as we have seen
(cf. 11), but not in the past tense forms of verbs, where it would be expected on phono-
logical grounds. Thus we have vid kélludum in Icelandic vs. vit kalladu in Faroese for
1.pL.pST ‘we called’, and vid fromdum vs. vit framdu in Faroese for 1.pL.psT ‘we did, made’.

Second, a phonological rule should not allow analogical extensions to forms that do
not fit its structural conditions. Such extensions are not found for Icelandic u-umlaut
but in Faroese they are very common. Thus the /¢/ of the oblique cases sogu ‘saga’ has
been analogically extended to the NoM.sG form sega and many other words of a similar
type. The corresponding form *séga is unacceptable in Icelandic.!?

Third, a phonologically conditioned rule should apply whenever its structural condi-
tions are met. Thus we would not expect to find inflectional forms in Icelandic where
u-umlaut fails to apply in an appropriate environment. Such examples are very common
in Faroese, on the other hand. Thus the DAT.PL of the noun rakstur ‘shave’ in Faroese
is rakstrum and not the expected *rokstrum, the DAT.PL of spakur ‘calm’ can either be
spokum or spakum, etc. (see Thrainsson et al. 2012: 79, 100, passim). Corresponding
unumlauted forms are unacceptable in Icelandic.

Fourth, there is evidence for “iterative” application of u-umlaut in Icelandic, with one
application of the u-umlaut rule feeding another. This was discussed above (second
part of §2.2) in connection with forms like 1.pL.psT kolludum ‘(we) called’ and DAT.PL
bénunum ‘bananas’. No such evidence is found in Faroese, where the corresponding
forms are kalladum and bananum.®

12 As a reviewer reminds me, the Icelandic neologism for computer is interesting in this connection. It was
supposed to be télva (related to the word tala ‘number’ — this was when computers were mainly used for
computing) in NOM.SG, oblique singular cases t6lvu. In Proto-Nordic time /v/ could trigger umlaut of /a/
to /@/ so we have Old Norse words like volva ‘sooth-sayer, witch’. But since /v/ is not a trigger of umlaut
in Modern Icelandic (witness loanwords like salvi ‘salve, cream’), speakers tend to use the form talva for
NOM.SG, thus in a way undoing the underlying /6/ in the nominative as if they are “assuming” that the /6/
in the oblique cases is derived by a synchronic u-umlaut from /a/, as in words like saga ‘saga’, oblique sogu
(for some discussion see Thrainsson 1982).

13 The latter form may be related to the fact that banan ‘banana’ is a loanword and contains the vowel /a/
(long variant [a:]) and not /e/, cf. the discussion in §3.1. See also the next paragraph.
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Finally, Icelandic u-umlaut is so productive that it is naturally applied in loanwords,
as we have seen. This is not so in Faroese. Thus the word app (for a small program) has
been adopted into both languages. In Icelandic the DAT.PL has to be 6ppum whereas the
natural form is appum in Faroese. This can easily be verified by searching for the word
combinations med éppum and vid appum ‘with apps’ on Google. For the first variant one
finds a number of Icelandic hits, for the second Faroese ones.

The general conclusion, then, is that u-umlaut in Modern Icelandic has a number of
properties that are to be expected if it is a phonological process but none of the properties
one might expect of morphologically conditioned or analogical alternations.

5 Concluding remarks

While it has often been argued that phonology need not be “natural” (see e.g. Anderson
1981), there must obviously be limits to the “unnaturalness” and opacity of phonological
processes. Once they become too unnatural and opaque, they can no longer be acquired
as such and the phonological alternations originally created by them will be relegated to
morphology. Then their productivity will be limited and it will at best survive to some
extent by analogy, but analogical processes are known to be irregular and unpredictable.
The fate of i-umlaut in Icelandic is a case in point, as described above (see the discussion
of the examples in 8). But whereas we do not have detailed information about how i-
umlaut died as a phonological process, comparison of the development of u-umlaut in
Icelandic and Faroese sheds an interesting light on how a phonological rule can die and
how it can survive despite changing conditions.
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In his seminal book A-Morphous Morphology, Anderson provides ample evidence support-
ing the item-and-process approach to morphology, whereby relations between words, and
thus the derivation of one word from another is expressed in terms of processes. Although
Anderson excluded Semitic languages from the paradigm, I argue in this paper for the ad-
vantage of item-and-process in the analysis of Modern Hebrew word relations. Under this
approach, the word/stem is the base, and the putative consonant root is just a residue of
phonological elements, which are lexically prominent as are consonants in non-Semitic lan-
guages. The empirical basis of the arguments is drawn from natural and experimental data
of adult Hebrew as well as child Hebrew.

1 Introduction

“Items vs. processes in morphology” is the title of §3.4 in Anderson’s (1992) seminal book
A-Morphous Morphology. In this section, Anderson compares two models of morphol-
ogy — item-and-arrangement and item-and-process (attributed to Hockett 1954) — and
argues in favor of the latter. Taking apophony (or ablaut; e.g. sing — sang) as one of the
many problems encountered with the item-and-arrangement model, Anderson claims
that “what presents {PAsT} in sang is ... the relation between sang and sing, expressed as
the process by which one is formed from the other” (Anderson 1992: 62; emphasis orig-
inal). The process in this case is replacement (or stem modification); “the pAsT form of
sing is formed by replacing /1/ with /e/” Crucially, /2/ is not the morpheme designating
PAST, and sang is not derived by combining bound morphemes, i.e. s-n and -za-.

The section which immediately follows in Anderson’s book (§3.5) is titled “Word-
based vs. morpheme-based morphology”. The issues addressed in these two sections
are always considered together, since one is contingent upon the other. A root-based
morphology is usually analyzed within the item-and-arrangement model. However, if

Outi Bat-El. 2017. Word-based Items-and-processes (WoBIP): Evidence from He-
brew morphology. In Claire Bowern, Laurence Horn & Raffaella Zanuttini (eds.),
I On looking into words (and beyond), 115-135. Berlin: Language Science Press.
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morphology is word-based, the debate between item-and-arrangement and item-and-
process still holds (see §2). This debate is particularly heated in the study of Semitic
morphology, where a consonantal root has been claimed to be the core morphological
unit in the word.

Paradigms like sing — sang are relatively rare in English, but abundant in Semitic
languages, such as Hebrew, where the relation between words is often expressed with
apophony; e.g. yam — yom ‘hot — heat’, limed — limud ‘to teach - learning’, fuman -
Jémen ‘fat — oil’, gadol —godel ‘big — size’ (stress is final unless otherwise specified).
Since item-and-arrangement has been the traditional approach to Semitic morphology,
and has been supported by traditional Semiticists (see, however, §6) and generative lin-
guists, Anderson contemplates whether sing — sang can be analyzed as a root s-n plus
the markers /1/ ‘PRESENT’ and /e/ ‘PasT’. He, however, rejects this analysis due to the
absence of “substantive evidence in its favor” (Anderson 1992: 62), and adds in paren-
theses “as there clearly is ... for something like McCarthy’s analysis of Arabic and other
Semitic languages” (ibid). That is, Anderson accepts the common view that item-and-
arrangement is the appropriate model for Semitic morphology.

While I support Anderson’s approach to morphology, I do not agree with the exclusion
of Semitic languages from the paradigm. On the basis of data from Modern Hebrew, I
provide in this paper evidence supporting the word-based item-and-process (WoBIP)
model for Semitic morphology. That is, English is not like Hebrew, but rather Hebrew is
like English.

In the context of Semitic morphology, I outline in the following §2 the possible mor-
phological models that can be derived from the four different approaches: word-based,
morpheme-based, item-and-process, and item-and-arrangement. Then, in §§3-5 I pro-
vide supporting evidence for the word-based item-and-process model, but due to space
limitation, I do not dwell on arguments against competing models. Each piece of evi-
dence supports only part of the model, but together we get a well-motivated model of
morphology. Given Anderson’s commitment to the history of linguistics (see, in particu-
lar, Anderson 1985), I devote §6 to two principal Semiticists from the 19th century, whose
grammar books support the word-based item-and-process model. Concluding remarks
are given in §7.

2 Models of morphology

Research in morphology often concentrates on two questions: What is listed in the lex-
icon and how are words derived? Each of these questions is associated with competing
approaches. The what-question is related to the root-based vs. word-based debate, which
is of particular interest in the study of Semitic morphology, where the root is always
bound. The how-question is related to the item-and-process vs. item-and-arrangement
debate. Together, they give rise to three models of morphology, shown in Figure 1: root-
based item-and-arrangement, word-based item-and-arrangement, and word-based item-
and-process.
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Figure 1: Models of morphology.

In this paper I support the word-based item-and-process (WoBIP) model. Before dis-
playing the supporting arguments, a short review of the three models is given in the
three ensuing subsections.!

2.1 Root-based item-and-arrangement

In the context of Semitic morphology, the root-based morphology teams up with item-
and-arrangement. According to the traditional approach, the root in Hebrew and other
Semitic languages consists of 2—-4 consonants (3 in most cases) and is combined with a
configuration (Bat-El 2011), where the latter, traditionally termed mishkal for nouns and
binyan for verbs, is a shorthand for the grouping of prosodic structure, vocalic pattern,
and affixes (if any).2 In a configuration like miCCéCet, for example, the C-slots host the
root consonants, the specified consonants (m and t) are affixes, and the vowels are part
of the vocalic pattern (e.g. mivséfet ‘brush’, mizyélet ‘sleigh’, mifméset ‘guard’). Table 1
shows examples of words sharing a root and examples of words sharing a configuration.

The classical studies seem to suggest a lexical representation consisting of morphemes,
as can be inferred from Moscati’s (1980: 71) account of the Semitic morphological system:

11 do not consider here the pluralistic approaches, whereby some words are derived from roots and others
from words (McCarthy 1979; Arad 2005; Berman 2012), because all phenomena can be accounted for within
the WoBIP model reviewed in §2.2.

2 Each of these elements (i.e. the prosodic structure, the vocalic pattern, and the affix) is independent (Mc-
Carthy 1979; 1981), but here reference to the configuration suffices. In this context, we should note that
the term “Semitic morphology” refers to morphology that employs configurations consisting of at least a
vocalic pattern and prosodic structure. Of course, Hebrew and other Semitic languages employ the more
conventional affixal morphology, but this type of morphology does not concern us here.

3 Some words get additional, idiomatic meaning. For example, sidus carries the general meaning ‘arrange-
ment’ and the more specific one referring to ‘a prayer book’. Similarly, sédes carries the general meaning
‘order’ and the more specific one referring to ‘Passover ceremony’ (sédes pésay).

4 As in other studies, the exponent of the 3" person masculine past serves as the citation form because it is
structurally neutral, i.e. it has no affixes. The gloss is still in the infinitive, implying reference to the lexeme.
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Table 1: Roots and configurations.

Words sharing the root vsdy

CiCeC Jsdg  sidex ‘to arrange’
CaCiC sadix ‘regular’

CiCuC sidug ‘arrangement’
CeCeC sédes ‘order’
meCuCaC mesudag  ‘arranged’
miCCaC misday ‘military parade’
miCCeCon misdeson  ‘corridor’
CaCCan sadgan ‘usher’

CiCCa sidga ‘series’

Words sharing a configuration?

CaCCan Jsds  sadan ‘usher’
Vkd wakdan ‘dancer’
Jbtl  batlan ‘lazy’

CeCeC vbgd béged ‘garment’
Jild  jéled ‘boy’
Jdgl  dégel ‘flag’

CiCeC Jxps  yipes ‘to search’
Vbtl  bitel ‘to cancel’
Jybs  yiben ‘to connect’

“The Semitic languages present a system of consonantal roots (mostly triconsonantal),
each of which is associated with a basic meaning range common to all members of that
root: e.g. ktb ‘to write’, gbr ‘to bury’, grb ‘to approach’, etc. These roots (root morphemes)
constitute a fundamental category of lexical morphemes” If roots are listed, so are the
configurations, and word formation thus consists of associating roots and configurations,
i.e. item-and-arrangement.

As Hoberman (2006: 139) notes, “students of Semitic languages find the concept of the
root so convenient and useful that one finds it hard to think about Semitic morphology
without it.” However, researchers vary with respect to the definition of the term “root”.
Lipinski (1997: 202), for example, assumes that “Semitic roots are continuous morphemes
which are instrumental in derivation but subject to vocalic and consonantal change ...
based on continuous or discontinuous ‘pattern morphemes™ (emphasis original). The
“continuous morphemes”, which Lipiniski calls roots, are not the traditional consonantal
roots, but rather stems consisting of vowels and consonants; the “pattern morphemes”
are what I call configurations. Aronoff (2007) drains the original morphological (struc-
tural and semantic) properties from the root, claiming that it does not have to be linked
to meaning and its phonology can be vague. Yet another use of the term “root” is found
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in Frost, Forster & Deutsch (1997) with reference to an orthographic root, which as the
results of their experiments suggest, has no semantic properties.

2.2 Word-based item-and-process (WoBIP)

Within this approach, the word or the stem is the core element to which all the required
processes apply (Aronoff 1976). As a core element, it does not have an internal morpho-
logical structure. The processes are operations (Anderson 1992: 72) that modify the basic
form (Matthews 1974: 97). Indeed, the most common process in languages is the one
deriving bats from bat, i.e. affixation, but there are other processes, such as apophony,
which derives teeth from tooth.

Also in the context of Semitic morphology, the input is a word/stem to which several
processes apply (see §3.1.2 for word vs. stem as the base). The processes vary accord-
ing to the goal, and the goal is that the output fits into a configuration. Such a goal-
or output-oriented phenomenon, called stem modification (Steriade 1988; McCarthy &
Prince 1990), is best analyzed within the framework of Optimality Theory (Prince &
Smolensky 1993/2004), as shown in analyses of Semitic morphology, such as McCarthy
& Prince (1993); Ussishkin (1999; 2000); Gafos (2003); Bat-EI (2003).

The details of the required modification depend on the structural similarity between
the base and the output; the more similar they are, the fewer the required adjustments.
Any element in the configuration can be modified - the vocalic pattern, the prosodic
structure, and/or the affix. The modification, however, is contingent upon the configu-
ration of the output.

Table 2: Stem modification — modifying elements in the configuration.

Base form Derived form Modified elements
sabon  ‘soap’ —  siben ‘to soap’ vocalic pattern

tipel ‘to take care of” — me-tapel ‘caretaker’ vocalic pattern, affix
matok ‘sweet’ — ma-mtak ‘candy’ vocalic pattern, affix,

prosodic structure

Within this approach, there is no morphological element consisting solely of three
consonants, and the emphasis here is on a “morphological element”. Of course, related
words share consonants, but these are stem consonants, where the stem is a morphologi-
cal unit (e.g. tapél in me-tapel ‘caretaker’), but the consonants are phonological elements.

2.3 Word-based item-and-arrangement

Item-and-arrangement can also be applied within the word-based approach, but only if
a root is extracted from the base word (Ornan 1983; Bolozky 1978). That is, the base is
the word but the root is an intermediate morphological element in the derivation. The
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derivation proceeds in two stages — extraction and association (Bat-El 1986; 1989). For
example, the word sabén ‘soap’ serves as the base for the verb sibén ‘to soap’, which is
derived in two stages: (i) extraction of the consonants s,b,n, which automatically become
the root vsbn (traditionally called a secondary root), and (ii) association of this newly
formed root with the verb configuration CiCeC. The assumption is that the extracted
consonants carry the semantic properties of their base, which are, in turn, carried over
to the derived form.

However, root extraction is necessary only when one is limited to the root-based ap-
proach, and thus to item-and-arrangement. In this model, all words are derived via as-
sociation of a root with a configuration, regardless of whether the base is a word or a
root. Not only is there no independent reason to prefer root extraction to stem modifica-
tion (§2.2), but also there is empirical evidence refuting root extraction. These are cases
of phonological transfer (§3.1), whereby properties that cannot be carried over by the
consonants are transferred from the base to the derived form.

3 Phonological and morphological relations

3.1 Transfer of phonological structure

The most striking evidence for a direct relation between words, without an intermediate
stage that derives a root, is provided by cases exhibiting phonological transfer (Clements
1985; Hammond 1988; McCarthy & Prince 1990). As shown below, there are cases where
structural information, which cannot be encoded in the consonantal root, is transferred
from the base to the derived form. In the case of Hebrew, the structural information is
both prosodic and segmental (Bat-EI 1994).

3.1.1 Prosodic transfer

Prosodic transfer includes transfer of the entire configuration or of a consonant cluster.

Configurations are often assigned a grammatical function (Doron 2003), but the ques-
tion is whether this grammatical function is a property of the configuration or just a
property shared by many (but not all) words within a morphological class. In general,
words that share meaning are often structurally similar, but it does not necessarily mean
that this shared meaning is a property of a morphological unit. One striking example is
displayed by the nouns in Table 3 below, most of which are creative innovations (drawn
from http://www.dorbanot.com). These nouns share the configuration CoCCa and the
meaning ‘related to a computer program’.

Since these nouns share a configuration and meaning, the traditional Semitic morphol-
ogy would assign the meaning to the configuration. This is, of course, erroneous because
there are other nouns with the configuration CoCCa that do not carry this meaning; e.g.
jofsa ‘dignity’ (cf. jafas ‘honest’), yoyma ‘wisdom’ (cf. yayam ‘smart’), ofsma ‘strength’
(cf. afsum ‘huge’), jozma ‘enterprise’ (cf. jazam ‘to initiate’). In addition, this meaning is
too specific to function as a morpho-semantic feature.
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Table 3: Nouns sharing a configuration.

CoCCa noun Related word

toyna  ‘computer program’ toynit ‘program’
gonva  ‘stolen computer program’ ganav ‘to steal’
pogna  ‘computer program with porno pop-ups’ posna ‘pornography’
tSosva  ‘illegally burned computer program’ fSaav  ‘to burn’
gomla  ‘old computer program’ gimlaot  ‘pension’

What we actually have here is a Semitic-type blending. The last four words in the first
column of Table 3 use the first word toyna as a base form, from which the configuration
is drawn, along with the basic meaning. That is, toyna provides the configuration CoCCa
and the meaning ‘relating to a computer program’. The stem consonants are drawn
from the related words in the third column of Table 3, along with some specific meaning
denoted by this word. Crucially, such a derivation must be word-based, and the fact that
these words are creative innovations suggests that this model is active in the Hebrew
speakers’ grammar.

Other creative examples are found in a children’s story written by Meir Shalev (soni
venomi vehadov jaakov ‘Roni and Nomi and the bear Jacob’). Each invented word in the
first column of Table 4 has two bases, one providing the configuration and another the
consonants.

Table 4: Meir Shalev’s invented words.

Invented word Source of configuration Source of consonants

koféfet ‘she wears lovéfet ‘she wears’ kfafot ‘gloves’
gloves’

mogéfet ‘she puts on noélet ‘she puts on magaf ‘boot’
boots’ shoes’

lehitmaher  ‘to hurry/ lehizdagez ‘to hurry’ lemaher  ‘to rush’
rush’

layuts ‘to run out’ laguts ‘to run’ hayutsa  ‘outside’

Given that the invented words draw semantic properties from the two base words, as
is usually the case with blends, direct access to the base must be assumed. That is, the
configuration of one of the base words is imposed on the other.

Cluster transfer is often found in denominative verbs like tsansfes — tsinsfer ‘to trans-
fer’ and faks — fikses ‘to fax’ (Bolozky 1978; McCarthy 1984; Bat-El 1994). In such cases,
the distribution of the sequential order of vowels and consonants, thus including the
clusters, is preserved in the derived form. For example, filter ‘filter’ is the base of the
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verb filtes (preserved cluster — It), while flist ‘flirt’ is the base of flistet (preserved clus-
ters — fI, st), and not *filget. Note that the higher the structural similarity between the
base and the derived form, the closer the semantic relation (Raffelsiefen 1993), and thus,
the fewer the structural amendments required in the course of stem modification (§2.2),
the greater the semantic similarity.

3.1.2 Segmental transfer

Segmental transfer includes vowel transfer as well as the transfer of an affix consonant
to the stem (Bat-El 1994).

In vowel transfer, an exceptional configuration is selected because its vowel is identical
to that of the base (e.g. kod ‘code’ — koded ‘to codify’, ot ‘sign’ — otet ‘to signal’). It
should be noted that in most cases, the regular configuration is also possible (e.g. kided
‘to codify’). However, the exceptional configuration is used only when the base has an
o. That is, there is output-output correspondence between the base noun kod and the
derived form, and koded is segmentally more faithful to kod then kided (Bat-El 2003).

In affix transfer, the consonant that serves as an affix in the base becomes a stem
consonant in the derived form. This is common with the suffix -n, as in parfan ‘com-
mentator’ — pirfen ‘to commentate’ (cf. pese/ ‘to interpret’) and the prefix m-, as in
mayzor ‘cycle’ — miyzes ‘to recycle’ (cf. yazas ‘to return’). Note that speakers’ mor-
phological knowledge allows them to strip the word of its affixes (more so in regular
forms), and therefore the inclusion of an affix consonant in the derived words has its
purpose, mostly to preserve a semantic contrast, as in yizer ‘to court’ vs. miyzer ‘to re-
cycle’ (from mayzor ‘cycle’). But in the paradigm of famas ‘to guard’ — mifmar ‘guard’
there is no *mifmes (though it is a potential verb).

3.2 Semantic distance

One crucial property distinguishing among the three approaches reviewed in §3 is the
semantic “distance” between related words; among these, only the WoBIP model (1c)
allows a direct relation between a base and its derived form.

(1) The distance factor

a. Root-based item-and-process

Jsdg

T

sidéy sédey
3 3 < b
to arrange order
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b. Word-based item-and-process

séder Jsdy
< 5
order
sidér
‘to arrange’

c. Word-based item-and-arrangement

sédes sidés
order’ ‘to arrange

The advantage of the direct relation (1c) is that information can be carried over from
input to output, be it structural (§3.1) or semantic. It is often the case that within a
group of words sharing stem consonants, there is 1st, 2nd or higher degree of separation
between words, as illustrated in Figure 2.

Such a network can express different degrees of semantic relations, depending on how
far one word is from another. Needless to say, such a network cannot be expressed if
all words are derived from a single root. Of course, one can claim that the three words
at the middle of the network (takdim, kidémet, and mikdama), which are not directly
related to one another, are derived from a root, while all other words are derived from
words (McCarthy 1979; Arad 2005). However, this is an unsupported and unnecessary
burden on the system. All words in the network are connected to one another, directly
or indirectly, where some words are basic and others are derived. The fact that all the
words in Figure 2 share the stem consonants is due to the important role of consonants
in conveying lexical information and lexical relations (see §5.2).

3.3 Derivation without a configuration

A fundamental element of the traditional root-based item-and-arrangement model is that
every word consists of a root and a configuration, where every configuration is a func-
tion. This is particularly essential in the verbal paradigms, where the configurations are
claimed to carry grammatical categories, such as transitivity (Doron 2003; Arad 2005).
Such a theory predicts that the transitivity relation must involve a change in the config-
uration. This is true for most cases (e.g. katav ‘to write’ — hitkatév ‘to correspond’, falay
‘to send’ - niflay ‘to be sent’, layafs ‘to press’ — hilyifs ‘to cause to feel pressured’), but
not all.

In an extensive study of labile alternations in Hebrew, Lev (2016: 114-115) lists 91 verbs
where transitivity does not involve a change of the configuration; three of his examples
are provided in Table 5. As Lev argues, a root-based morphology cannot accommodate
labile verbs because under this approach the root has to associate with two different con-
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kédem

‘ancient time’

]

kadim
‘ancient’

1

kodém . takdim
‘former’ ‘precedent’
S
..,
kédem | kidomet
‘before’ prefix
ukdam ‘mlkdama
. ) — ‘advanced
early \
— payment
hikdim

kidim
‘promotion’

‘to be early’

1

kidmi kidma kidém
‘in front’ ‘progress’ ‘to promote’

1

kadima hitkadém
‘ahead’ ‘to progress’

Figure 2: Degrees of separation.

figurations in order to derive verbs contrasting in transitivity. The word-based approach,
on the other hand, can incorporate labile verbs, assuming that transitivity in such verbs
is not lexically specified but rather derived from the syntactic context. That is, some
verbs are specified for [+ transitive] and others, i.e. the labile verbs, are [@ transitive].
Many of the examples in Lev’s list are recent innovations, i.e. where verbs with transi-
tivity specification become labile. For example, the verb tijel used to have one meaning
only, ‘to walk’, but today it also means (at least for some speakers) ‘to walk someone
(usually a dog)’. This change can be viewed as a loss of transitivity specification, i.e. [~
transitive] >[g transitive]. Crucially, it is the verb that loses its specification for transi-
tivity, not the configuration. That is, in historical change too, as shown in the ensuing
§4, it is the word that changes, and not some putative consonantal root.
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Table 5: Labile verbs (Lev 2016: 114-115).

Verb Transitive Intransitive

hifxis  ‘to make black’ ‘to become black’
hiveik  ‘to polish’ ‘to shine’
hivei  ‘to cure’ ‘to recuperate’

4 Historical change

4.1 Configuration change

Over the course of time, words may change their meaning or their structure. In his study
of instrumental nouns in Hebrew, Laks (2015) shows that quite a few instrumental nouns
undergo change in their configuration, in particular within a compound, as illustrated
in Table 6. As Laks shows, the change always goes towards the participial configuration,
and it never occurs when the instrumental noun does not have a verbal counterpart. That
is, while both mayded ‘pencil sharpener’ and mazleg ‘fork’ have the same configuration,
only the former adopts the participial configuration meyaded, given its verbal counter-
part yided ‘to sharpen’; the latter cannot adopt a participial configuration because it does
not have a verbal counterpart.

Table 6: Change of configuration in instrumental nouns (Laks 2015).

Old configuration New configuration — participle

mayded maCCeC  meyaded meCaCeC  ‘pencil sharpener’
nakdan  CaCCan menaked (tekstim) meCaCeC ‘text vocalizer’
masyeta maCCeCa soyet (mifsim) CoCeC ‘juicer (juice squeezer)’

In order for this restriction to hold, an instrumental noun must be linked to its verb,
from which it can draw its participial configuration. Otherwise, as Laks argues, the in-
strumental noun could adopt any of the five participial configurations, not necessarily
the one associated with its verb. That is, we get the instrumental noun meyaded ‘pen-
cil sharpener’ because meCaCeC is the participial configuration of yided ‘to sharpen’.
Similarly, we get the instrumental nouns soyet (mifsim) ‘juicer’ because CoCeC is the
participial configuration of sayat ‘to squeeze’. Such a change is possible only in a word-
based lexicon; a root-based lexicon does not account for the restrictive generalization as
it allows options that are not attested.
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4.2 Semantic change

Over the course of time, the meaning of words also changes; crucially, the semantic
change affects words and not putative roots. For example, the verbs nimlat and himlit
used to differ in transitivity only, with the former meaning ‘to escape’ and the latter
‘to help someone to escape’. Nowadays, these verbs are not related, since himlit means
‘to give birth (for non-humans)’. Similarly, kalat and hiklit used to be related, with the
former meaning ‘to absorb’ and the latter ‘to cause to absorb’. However, the meaning of
hiklit is now ‘to record’, and the two verbs are vaguely related, if at all. For the traditional
root-based approach (§2.1), it would be rather strange that the change in meaning does
not affect the element that carries it, i.e. the root. This inconsistency does not arise within
the word-based approach.

It is quite feasible that the root does not undergo semantic change because its mean-
ing is just “a basic meaning range”, according to Moscati (1980) and other Semiticists,
or underspecified, according to Arad’s (2005) analysis within the theory of Distributed
Morphology (Halle & Marantz 1993 and subsequent studies). That is, semantic specifica-
tion of roots may have at least three degrees of specification: fully specified (e.g. boy),
underspecified (e.g. Hebrew roots), and unspecified (e.g. the roots in refer, remit, and
resume; Aronoff 1976).

The major problem is that the specific meaning of words is derived, according to Arad
(2005), from the morpho-syntactic context, i.e. the configurations. This works nicely
for some words but not for others. Consider, for example, the pairs zasak ‘to throw’ -
hizrik ‘to inject’ and mafay ‘to pull’ - himfiy ’to continue’. It is not clear which semantic
property can be assigned to the configurations CaCaC and hiCCiC such that the relation
within these pairs would be consistent.

4.3 Segmental change

Like semantic change, segmental change also affects words and not consonantal roots,
even when the change is in the stem consonants. This is seen in the case of stop-fricative
alternation, which due to its opacity, suffers from a great degree of change-oriented
variation (Adam 2002).

As shown in Table 7, normative verb inflectional paradigms are changing under the
force of paradigm uniformity. Although the change affects consonants, it certainly does
not affect a consonantal root because derivationally related words are hardly ever af-
fected; nonetheless they change, and sometimes they even undergo independent change.
For example, while y can change to k in katav - jiktov (normative jiytov) ‘to write PAST
— FUTURE/, it never changes to k in miytav (*miktav) ‘letter’. Note also that while the
direction of change in this paradigm is from a fricative to a stop (jiytov — jiktov), the
change in a related pair is towards a fricative, as in ktav — ytav ‘handwriting’.
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Table 7: Change of configuration in instrumental nouns (Adam 2002).

Old paradigm New paradigm

k-y kisa  jexase x-x xisa  jexase ‘to cover PAST — FUTURE’
k-xy katav jixtov ~k-k katav jiktov  ‘to write PAST - FUTURE’
b-v  bitel jevatel v-v vitel jevatel ‘to cancel PAST — FUTURE’

5 Other supporting sources

5.1 Children’s words

During the early stages of acquisition, verbs in the production lexicon of children ac-
quiring Hebrew are not derivationally related, i.e. they do not share stem consonants.
Derivationally related verbs start appearing later on, where the new verbs “are learnt as
versions of, and based upon, the verbs known from before” (Berman 1988: 62).

This direct derivation in children’s speech is not surprising given Ravid et al.’s (2016)
study on the distribution of verbs in spoken and written Hebrew corpora: child-directed
speech (to toddlers age 1;8-2;2) and storybooks (for preschoolers and 1st-2nd grade). In
both corpora, the average number of verbs per root was below two: 684 verbs for 521
root types in the spoken corpus (1.3) and 1,048 verbs for 744 roots in the written corpus
(1.4). Only around 30% of the verb types in each corpus share a root with another verb,
and most such verbs share a root with only one other verb.

These results mean, as the authors admit, that at least until the age of 7, the children
have very little input supporting a root-based morphology. Nevertheless, the authors
insist that the children must “eventually construe the root as a structural and seman-
tic morphological core” (Ravid et al. 2016: 126). As argued in the current paper and
elsewhere, starting with Bat-El (1994), Hebrew speakers are free from this burden since
Hebrew morphology (and Semitic morphology in general) is not root-based, but rather
word/stem-based.

Previous studies that attribute children and adults’ innovations to root extraction (§2.3
- word-based item-and-arrangement) must now reconsider their conclusion at least for
children below the age of 7. In an experimental study reported in Berman (2003), children
at the age of 4-6 years old had a rather high success rate (84-88%) of morphological
innovation (forming novel verbs from nouns or adjectives) with a very high percentage
of well-formed innovations (91-99%). If children can form verbs from nouns/adjectives
at the stage where they still do not have sufficient input that allows them to form a
root-based morphology (Ravid et al. 2016), they probably use another strategy — the
modification strategy employed within the WoBIP model (§2.3). And if they can use
this model successfully until the age of 7, they have no reason whatsoever to shift to a
root-based model later on. Of course, as I have argued here and elsewhere, they do not
— Hebrew speakers employ WoBIP at all ages.
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5.2 Experimental studies

There are quite a few experimental studies supporting the consonantal root in Hebrew.
Most notable are Berent’s studies with the acceptability rating paradigm (Berent & Shim-
ron 1997; Berent, Everett & Shimron 2001, inter alia) and Frost’s studies with the priming
paradigm (Frost, Forster & Deutsch 1997; Frost et al. 2000, inter alia).” However, most
experimental studies supporting the consonantal root in Hebrew morphology adopted
a visual modality. As such, they cannot tease apart the effect of orthography, which is
primarily consonantal (Bat-El 2002 and Berrebi 2017 for a critical view).

A fresh look on the matter is provided in Berrebi’s (2017) auditory priming study,
which controlled semantic relatedness and orthographic identity. Word pairs sharing
phonological stem consonants were either semantically related (e.g. kibel ‘to receive’ -
hitkabel ‘to be accepted’) or semantically unrelated (e.g. sigel ‘to spy’ — hitsagel ‘to get
used to’); and when semantically unrelated, either orthographically identical with re-
spect to the consonants (e.g. sigel ‘to spy’ — hitsagel ‘to get used to’) or orthographically
different (e.g. fiker ‘to lie’ — hiftaker ‘to get drunk’, where k is spelled differently). The
results showed that all conditions had a priming effect, i.e. whether or not the prime
and the target were orthographically identical or semantically related. As the property
shared by the prime and the target in all conditions was phonological, i.e. stem con-
sonants, the results suggest that there is a phonological priming effect among words
sharing stem consonants. Crucially, the stem consonants are not a morphological unit
since there was also a priming effect when the words were semantically unrelated and
orthographically different (e.g. fikes — hiftakes).

If we assume that priming effects reflect the organization of the lexicon, then we can
conclude that words are also phonologically organized according to the stem consonant.
As emphasized in §2.2, the stem consonants are phonological elements (consonants)
within a morphological unit (stem); they do not carry meaning and they do not con-
stitute a morphological unit.

Stem consonants, and not vowels, serve to identify relations between words because
consonants are lexically prominent, while vowels have syntactic functions (Nespor, Pefia
& Mehler 2003; Berent 2013); this is true not only for Hebrew but also for non-Semitic
languages. In their experimental study, Cutler et al. (2000) asked the participants: “Is a
kebra more like cobra or zebra?”. They found that speakers identify similarity between
a nonce word (kebra) and an existing word on the basis of shared consonants (kebra —
cobra) rather than shared vowels (kebra — zebra). That is, the consonants serve as the
core of similarity between words in English, French, Swedish, and Dutch as much as
they do in Hebrew and other Semitic languages (see also Ooijen 1996; New, Araujo &
Nazzi 2008; Carreiras & Molinaro 2009; Winskel & Perea 2013).

Consonants are lexically prominent from the very early stages of language develop-
ment. This is reported in Nazzi & New’s (Nazzi & New) study, where French 16-20 month
old infants could learn in a single trial two new nonce words if they differed by one con-

3 In an additional study, which was design to ask “is it a root or a stem?” (rather than “is it a root?”), Berent,
Vaknin & Marcus (2007) note that although their results do not falsify the root-based account, they strongly
suggest that the stem can account for the restrictions on identical consonants.
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sonant (pize — tize), but not if they differed by one vowel (pize — paze). That is, although
vowels are acoustically more prominent than consonants, when it comes to lexical con-
trast, consonants are employed. This is true for children and adults, regardless of the
ambient language, whether it is Semitic or non-Semitic.

Consonants are prominent not only in speech perception and lexical relations but also
in the association between sound and shape revealed by the bouba-kiki effect (Kéhler
1929), whereby people pair labial consonants with round shapes and dorsal consonants
with spiky shapes. One of the many subsequent studies of the bouba-kiki effect is Fort,
Martin & Peperkamp (2015), which found that the sound-shape association remains con-
stant regardless of the vowels. That is, lomo was associated with a round shape as much
as limi, and toko with a spiky shape as much as tiki. Fort, Martin & Peperkamp (2015)
conclude that consonants have a greater effect than vowels in sound - shape association.

6 19th century Semitic grammarians

The root-based item-and-arrangement model of Semitic morphology has been deeply
entrenched for generations, thus presenting the advocates of the word-based item-and-
process approach as revolutionary (see Horvath 1981; Lederman 1982; Heath 1987; Ham-
mond 1988; McCarthy & Prince 1990; Bat-El 1994; 2002; 2003; Ratcliffe 1997; Ussishkin
1999; 2000; 2005; Laks 2011; 2015; Lev 2016).

However, WoBIP has its seeds in the studies of the orientalists Wilhelm Gesenius
(1786-1842) and William Wright (1830-1889), who wrote the seminal grammar books of
Hebrew and Arabic respectively. It is important to note that both Gesenius and Wright
were not native speakers of a Semitic language (Gesenius was German and Wright
British), and thus not biased like the other Semitic grammarians by the consonantal
script of Hebrew and Arabic.

Gesenius (1813) distinguishes between “primitive” verbs, which consist of a stem only
and are not derived from any other form, and derived verbs, among which there are ver-
bal derivatives and denominative verbs. Gesenius used the term “internal modification”
when addressing the processes involved in the derivation. He indicates two types of
“changes in the primitive form” (Gesenius 1813: 115): internal modification (cf. stem mod-
ification; §2.2) and repetition (i.e. reduplication) of one or two of the stem consonants.
Within the internal modification, he includes vowel change like gadal ‘to grow’ — gidel
‘to raise’, and gemination as in Biblical Hebrew ga:dal ‘to grow’ — giddel ‘to raise’ (there
is no gemination in Modern Hebrew). Crucially, Gesenius compares vowel modification
in Hebrew to that in English lie — lay and fall - fell, and does not find them different.
That is, Gesenius finds stem modification to be identical in both Hebrew and English,
but unlike Anderson (1992) who contemplates whether English is like Hebrew, Gesenius
actually claims that Hebrew is like English.

A similar approach is found in Wright’s (1859) grammar book of Arabic, where he
describes the relation between verbs within the WoBIP model. For example, “the third
form ... is formed from the first by lengthening the vowel sound after the first radical” (p.
32) or “[T]he second form ... is formed from the first ... by doubling the second radical”
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(p- 31). This is the format of Wright’s description of each and every binyan in Arabic, and
it specifically says that (i) one form is derived from another, i.e. word-based derivation,
and (ii) the derivation involves some process, doubling, lengthening, etc., i.e. item-and-
process. Note that Wright uses the term “radical” to refer to a consonant in the stem,
without reference to the stem consonants being an independent morphological unit.

That is, although it has always been said that the root-based approach is the one as-
sumed by traditional Semiticists, it is important to emphasize that the two great 19th cen-
tury Semiticists, Gesenius and Wright, were proponents of the WoBIP model of Semitic
morphology.®

7 Concluding remarks

In §3.6, Anderson (1992: 71) concludes: “... the morphology of a language consists of a
set of Word Formation Rules which operates on lexical stems to produce other lexical
stems ..” In this paper I extended the scope of this model to Semitic morphology. That
is, in Semitic languages too, words are derived from words/stems via modification of the
base.

The modification in Semitic morphology is output oriented, as the output has to fit
into a configuration. The constraint-based framework of Optimality Theory (Prince &
Smolensky 1993) allows for output-oriented grammar, where the constraints impose cer-
tain configurations (structural constraints) as well as output-output identity of conso-
nants (faithfulness constraints). A configuration is imposed by several constraints, refer-
ring to syllabic structure (usually a foot), syllable structure, and vocalic patterns (where
the latter ones are language specific). Identity among the stem consonants is imposed by
the faithfulness constraints, where preservation of segmental identity ensures preserva-
tion of morphological relation among words.

That is, the stability of the stem consonants is due to phonological faithfulness con-
straints that require identity among stem consonants. Phonological faithfulness en-
hances morphological relations. “Any given focal word (that is, a specific word in which
we are interested) is thus surrounded by a vaguely defined family of words which are
more or less acoustically similar to it. The members of the family will in general have the
widest variety of meaning, and yet it may often happen that some members of the family
will resemble the focal word not only in acoustic shape, but also in meaning” (Hockett
1958: 297, 1987: 86). That is, within an acoustic family of words there is a morphological

® A reviewer suggested that Gesenius and Wright adopted the word-based approach, which was used for
Latin grammar, because they worked prior to the introduction of the term morpheme. Kilbury (1976) and
Anderson (1985) attribute the term morpheme to Baudouin de Courtenay’s student H. Utaszyn, in his ar-
ticles from 1927 and 1931. However, it is possible to have a notion without a specific term. Sibawayhi
(760-796), who wrote the first known Arabic grammar Al-kitab, used the term kalima ‘word’ in the sense
of a morpheme (e.g. the suffix -ta) and referred to the radicals that make up the words (Levin 1986). Gese-
nius notes that the Jewish grammarians call the stem root and the stem consonants radical letters. That is,
there was a reference to morphological units (stem, affixes), but the stem consonants did not constitute a
morphological unit.
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family, where the words are not only acoustically similar but also semantically related.
For the purpose of membership in a morphological family, the consonants are more im-
portant than the vowels. This status does not grant the consonants morphological status,
neither in English nor in Hebrew.
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Chapter 7

Root-based syntax and Japanese
derivational morphology

Brent de Chene
Waseda University

This paper argues that the formation of transitive and intransitive verb stems in Japanese, a
process that has been widely seen as supporting the Distributed Morphology view of deriva-
tional stem-formation as performed by the syntax, cannot in fact be analyzed as syntactic.
The Japanese data are thus consistent with Anderson’s (1982) claim that it is precisely that
morphology traditionally classified as inflectional that reflects syntactic operations.

1 Introduction

In a well-known paper, Anderson (1982: 587) proposes that “Inflectional morphology
is what is relevant to the syntax,” where syntactically relevant properties are those “as-
signed to words by principles which make essential reference to larger syntactic struc-
tures” He claims further that a delimitation of inflection on this basis closely mirrors
the traditional understanding of where the boundary between inflection and derivation
lies. In contrast, the Distributed Morphology literature, in treating syntax as root-based
and stem formation of all types as syntactic, denies significance to the traditional dis-
tinction between inflection and derivation and renders vacuous the claim that inflection
is just that portion of morphology that realizes elements and properties manipulated
by the syntax.! The present paper takes up the formation of transitive and intransitive
verb stems in Japanese, a case that has been widely seen as supporting the DM view of
stem-formation as performed by the syntax, and argues that a closer look reveals that
the derivational processes in question cannot in fact be analyzed as syntactic. In the

! The founding paper of the DM framework, Halle & Marantz (1993), presents DM as a theory of inflection
and makes no explicit claims about derivation, but the adoption of root-based syntax and the rejection
of the inflection/derivation distinction are clear at least by Marantz (1997; 2001). See below for further
references.
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end, then, the Japanese data is consistent with Anderson’s view that there is a funda-
mental distinction between inflection and derivation and that the criterion of syntactic
relevance picks out just that morphology traditionally classified as inflectional.?

In recent years, the derivational morphology of the Japanese verb has become a stan-
dard example (as in Harley 2012) illustrating the DM claim that syntax is root-based — the
claim, that is, that along with functional morphemes, the atoms of syntactic computation
are roots rather than (inflectable) stems or (inflected) words (Embick & Marantz 2008: 5).
In particular, it has become widely accepted (Marantz 2013: 106) that the Japanese suf-
fixes that create transitive and intransitive verb stems are instances of little v, causative
and inchoative, that attach to roots and thus that the verb stems themselves are syntactic
constructions — much like, say, the combination of a verb stem with a tense element or
a main verb with an auxiliary. Here, I note first that these claims about the constituency
of Japanese verb stems rest on a restricted database that masks the fact that a signifi-
cant number of stems involve sequences of two transitivity-determining suffixes. I then
present the failure of two nested suffixes to interact in the way expected of syntactic
elements — in particular, the fact that an inner suffix must be taken as invisible for pur-
poses of semantic interpretation and argument structure — as the first of several related
arguments casting doubt on the proposal to generate Japanese verb stems syntactically.

The data on which DM theorists base their claim that the verbal derivational suffixes
of Japanese are instances of little v attaching to roots is the appendix of Jacobsen (1992),
which represents a light revision of the appendix of Jacobsen (1982), and in turn appears
lightly revised as Appendix I in Volpe (2005). That appendix consists of roughly 350 pairs
of isoradical intransitive and transitive verbs presented in their citation forms (Imper-
fect/Nonpast Conclusive) and sorted into sixteen classes depending on the derivational
suffixes that appear at the right edge of their stems. The fact that the Jacobsen/Volpe
appendix is limited to verb stems presented pairwise means that using it as a basis for
the identification of root requires assuming for each transitivity pair that there are nei-
ther stems of other lexical categories nor verb stems outside the transitivity pair that
provide information about the relevant root. §2 below, in the context of presenting back-
ground information on Japanese derivation, introduces a number of cases in which this
assumption is unjustified. The following three sections, building on the observations of
§2, present reasons for doubting that verb stems are syntactically derived. While for
concreteness I refer throughout to the DM literature cited above and related work, the
argumentation is intended to apply to any proposal to generate Japanese verb stems
syntactically.

§3, first, shows that a substantial minority of verb stems involve two transitivizing (T)
or intransitivizing (I) suffixes (with the four orders TT, TI, IT, II all attested), but that
an outer suffix must be taken to render an inner one null and void for purposes of argu-
ment structure and semantic interpretation. §4 shows that the same is true for the suffix

2 On a personal note, while I have taken the idea that inflection is precisely the syntactically relevant morph-
ology as a guiding principle for many years, it was anything but obvious to me at the time Steve proposed
it. It ranks high in my personal inventory of the many things I have learned from Steve, and I am happy
to have this opportunity to reaffirm it in a volume dedicated to him.
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pair -m- (verbal) and -si- (adjectival), with the additional complication that the order in
which those two suffixes appear relative to a root R is an idiosyncratic function of R. §5,
finally, argues against a syntactic account of stem formation on the basis of semantic
change, claiming, for lexical causatives in particular, that the diachronic instability of
the putatively compositional causative interpretation (much as if a phrase like kick the
bucket were to lose its compositional interpretation, retaining only the idiosyncratic one)
shows that that interpretation cannot have been based on a syntactic derivation in the
first place. In all of these cases, the behavior of the derivational suffixes under consid-
eration is contrasted with that of inflectional and uncontroversially syntactic elements.
§6, a brief conclusion, sketches two possible non-syntactic approaches to derivational
morphology and speaker knowledge thereof and suggests that the choice between them
for cases like the one considered here remains a topic for further research.

2 Background

In considering the shortcomings of Jacobsen’s (1982; 1992) appendix as a database for
Japanese verbal derivation, the first thing to note is that the pairwise presentation of the
data does not always adequately represent the relations of isoradicality that hold among
verb stems. This is because a number of roots underlie three or (in at least one case) four
verb stems rather than two; in such cases, Jacobsen either lists two pairs in separate
places or, as we will see below, omits one of the stems. In several cases involving three
stems on a single root, there are two pairs of stems differentiated at least roughly by root
alloseme, with a formal contrast for either transitives or intransitives but not both. For
example, the difference between the allosemes ‘solve’ and ‘dissolve, melt’ of the root tok-
corresponds to a formal distinction for transitives but not for intransitives, as shown in

(1) and (2).3

(1) a. tok-e- ‘be solved’
b. tok- ‘solve’
(2) a. tok-e- ‘melt (i)’

b. tok-as- ‘melt (t)’

In other cases, as in (3) and (4), there is no alloseme-dependent pairing, simply a triplet
of isoradical stems.
(3) a. tunag-ar- ‘be connected’
b. tunag-e- ‘connect (t)’

c. tunag- ‘connect (t)’

3 Below, taking the distinction between inflection and derivation in Japanese to be uncontroversial, I use
stem in the traditional meaning “morpheme (sequence) subject to inflection” and cite bare stems rather
than inflected forms; “(i)” and “(t)” in glosses indicate intransitive and transitive meanings, respectively.
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(4) a. uk-‘float (i)’
b. uk-ab- ‘float (i)’
c. uk-ab-e- ‘float (t)’

In these last two cases, the policy of pairwise listing results in one stem of each isoradical
set (specifically, 3b and 4a) being left out of the database.

In fairness to Jacobsen, it must be noted that morphological analysis was not his aim
in compiling his appendix. Most crucially for our purposes, he nowhere refers to the
notion “root”, and it is only with Volpe’s (2005) DM treatment that the root becomes a
central concept in the interpretation of the appendix data. Volpe’s (2005: 121 (note 27))
procedure for root extraction, however, amounts to simply peeling off the outermost
derivational suffix and labeling the residue a root, and he has been followed implicitly
in this practice by other DM theorists.

We should observe before proceeding that there are many cases, illustrated by (5)
below, in which Volpe’s procedure does in fact yield a root.

(5) a. nao-r- ‘get better (illness, injury); get repaired’

b. nao-s- ‘cure; repair’

(5) is clearly the kind of case Marantz (2013: 106) has in mind when he says about Japanese
that “there seems overwhelming support for analyzing the suffixes signaling either the
lexical causative as opposed to the inchoative or the inchoative as opposed to the lexical
causative as realizations of a little v head attaching to the root” As we will now see,
however, there are a number of respects in which the properties of (5) do not generalize
to the Japanese derivational system as a whole. Most crucially, there is reliable evidence
for a number of Volpe’s “roots” that they are actually morphologically complex, with
the result that many verb stems contain two derivational suffixes rather than one. Given
that, as we have already noted, Volpe’s procedure for root extraction involves no attempt
to compare verb stems with stems of other lexical classes or with verb stems outside the
transitivity pair under consideration, this result is unsurprising. Let us examine a few
representative cases.

Consider the sequence tunag- of (3) above. Comparison of that sequence, roughly
meaning ‘connect’, with the noun tuna ‘rope’ suggests that the former is underseg-
mented, and in particular that the transitive stem tunag- consists of the noun stem tuna
(or the root that underlies it) suffixed with -g-. This suggestion is confirmed when we
observe that -g- is suffixal in a number of other stems as well, with a core subset ((6-7
below and the three of note 3) displaying a very specific semantics: -g- takes as input a
noun stem denoting a tool T and returns a verb stem with the meaning “to make typical
use of T”. Three examples that occasion resegmentation of entries of the Jacobsen/Volpe
appendix are given in (6) through (8), with both a transitive and an intransitive stem
noted in each case.*

4 Three further examples whose status in the contemporary language might be thought questionable are
tumu-g- ‘spin (thread)’ (tumu ‘spindle’), ha-g- ‘fletch (arrow)’ (ha ‘feather’), and, with an irregular alterna-
tion of t with s, husa-g- ‘cover, stop up’ (huta ‘cover’).
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(6) a. tuna ‘rope’
b. tuna-g- ‘tie together, tie up’
tuna-g-ar- ‘get connected™
(7) a. to(-isi) ‘whetstone’
b. to-g- ‘whet’
c. to-g-ar- ‘become pointed’
(8) a. mata ‘crotch, fork’
b. mata-g- ‘step over, straddle (t)’

c. mata-g-ar- ‘straddle (i)’

The derivational relationships postulated in (6-8) appear unimpeachable in both formal
and semantic terms: the roots are nonalternating, and the semantic relationship between
nominal and verbal meanings is unmistakable.

More common as a stem-forming suffix than -g- is -m-, which can be shown to be a
stem formant in several dozen verbs. (9-11) display three cases in which recognition of
suffixal -m- forces resegmentation of strings that Volpe takes to be roots (the (a) items
of (9) and (10) are adjective stems, and that of (11) is an adjectival noun, a stem with
adjectival meaning but essentially nominal inflection).

(9) a. ita- ‘painful’
b. ita-m- ‘be painful, get injured’

c. ita-m-e- ‘injure’

P

(10) yuru- ‘slack’

b. yuru-m- ‘slacken (i)’

c. yuru-m-e- ‘slacken (t)’
(11) a. hiso-ka ‘stealthy, secret’

b. hiso-m- ‘be hidden, lurk’

c. hiso-m-e- ‘conceal, mask’

We have seen that in addition to verb stems formed with the common suffixes -r- and
-s-, illustrated in (5), there are verb stems formed with -g- and -m-. In fact, of the nine
occurring stem-final consonants, all but n can be shown to be suffixal in some stems.
Suffixal -b- has been illustrated in (4b) above; (12) through (14) display one example each
for -k-, -t-, and -w- (w deletes in the phrasal phonology before nonlow vowels; here and
below, I take reference to a suffix -C(V)- to subsume reference to its post-consonantal
allomorph -aC(V)-).

5 Kunio Nishiyama (personal communication) suggests the possibility that -g- in (6) is a (transitivity-neutral)
verbalizer, with the transitivity of (6b) resulting from a null transitivizer parallel to the intransitive -ar- of
(6¢). A fully general form of this proposal will require the postulation of a very large number of morpho-
logical zeros.
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(12) na-k- ‘make characteristic sound’ (animal); ‘weep’ (human)

®

b. na-r- ‘sound (i)’ (inanimate subject)
na-r-as- ‘sound (t)’

(13)

hana-re- ‘move (i) away (from); be released’

®

=

hana-s- ‘move (t) away (from); release’

hana-t- ‘release forcefully, discharge’

g

(14) muk- ‘face, look (in a direction)’
muk-e- ‘cause to face, turn (t) (in a direction)’

muk-aw- ‘face, proceed toward’

e~ 0 T

muk-aw-e- {(go to) meet, receive (a visitor)’

We see, then, that the inventory of suffixes that create verb stems of determinate tran-
sitivity is a good deal larger than envisioned in the Jacobsen/Volpe appendix, where,
apart from idiosyncratic formations, the relevant set is essentially limited to -r-, -s-, -re-,
-se-, -e-, -i-, and zero. In closing this introductory section, let us consider two semantic
issues that arise with respect to the Jacobsen/Volpe appendix data. The first involves the
interpretation of roots, the second the interpretation of suffixes.

Quite apart from the question of whether or not roots are taken to be elements that
are manipulated by the syntax, no attempt to segment stems into roots and suffixes syn-
chronically is a fully grounded project in the absence of a criterion for isoradicality —
a criterion, that is, for determining when two given stems share a root and when they
do not. The semantic lability of individual stems over time that will be illustrated in §5
makes this by no means an idle question. It is, however, a question that neither Jacobsen
nor Volpe engage with seriously; Jacobsen (1982: 38)° says only that the members of a
transitivity pair must exhibit “a certain degree of semantic affinity”, and Volpe (2005:
32) confines himself to observing that “Root semantics is a wide-open area for further
research”. The question of isoradicality is essentially coextensive with the traditional
problem of distinguishing homophony from polysemy, a problem that may ultimately
be illuminated by psycholinguistic and neurolinguistic research (see Marantz 2013: 103).
It is worth keeping in mind, however, that any program involving the synchronic iden-
tification of roots requires innumerable provisional decisions on this matter.

Turning now to the interpretation of the stem-forming suffixes of which we have seen
a number of examples, let us note first that while Volpe (2005) follows Jacobsen (1982;
1992) in referring to the two members of a transitivity pair as “intransitive” and “transi-
tive”, more recent literature such as Harley (2008; 2012) and Marantz (2013) use the more
specific “inchoative” and “causative”. In fact, cases like ka-r- (Western Japan; cf. Eastern
ka-ri-) ‘borrow’ versus ka-s- ‘lend’ and azuk-ar- ‘take on deposit’ versus azuk-e- ‘deposit’
show that even the former pair of terms is too specific to be accurate in general. This is be-
cause the first member of each of those pairs shows “intransitive” morphology in spite of
displaying what, under Burzio’s generalization, are the twin hallmarks of causative little

% See also note 5, p.34 and the corresponding note 30 of Jacobsen 1992 (pp. 248-249).
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v, namely an agentive external argument and accusative case-marking. Cross-linguistic
parallels’ suggest that the treatment of ‘borrow’ as the intransitive counterpart of ‘lend’
is by no means accidental or exceptional. The phenomenon of a stem with causative
meaning but “intransitive” morphology appears to show that if the semantics of the two
morphological types are specified separately, they will have to overlap. Let us briefly
note another type of example that suggests the same conclusion.

The stems too-r- ‘pass through’ and mata-g- ‘step over, pass over, straddle’ (8b above)
are closely parallel in both their semantics and their case-marking. When the subject
is animate, as in (15) (where stem-internal segmentation is suppressed), that subject
(marked nominative but omitted in the examples) is both an agent and a theme mov-
ing along a path, and the accusative object is an intermediate point on that path.

(15) a. Syootengai o toot-te eki ni modot-ta.
shopping.district aAcc pass.through-cj station DAT return-pr

‘I passed through the shopping district and returned to the station.

b. Saku o matai-de hodoo ni hait-ta.
barrier acc step.over-cy sidewalk DAT enter-pr

‘I stepped over the barrier and onto the sidewalk’

In other uses, the agent of examples (15) may be replaced by an inanimate theme, with
matag- in the meaning ‘pass over’, or by a path argument, as in The road passes through
the tunnel/over the train tracks.

In spite of the close semantic parallelism between too-r- and mata-g-, however, the
two stems differ in their transitivity status: too-r- is the intransitive corresponding to
transitive too-s- ‘pass though (t)’, while mata-g- is the transitive corresponding to in-
transitive mata-g-ar- ‘straddle’ (8c above), the latter differing from mata-g- in taking a
dative rather than an accusative object. Unless too-r- and mata-g- are semantically dis-
tinct in a way we have failed to identify, this fact shows that the transitivity status of
a stem cannot be a function of that stem’s semantics alone, and a fortiori cannot be a
function of the semantics of that stem’s suffix. An alternative possibility, which consid-
erations of space preclude developing here, is that there is a continuum of degrees of
transitivity, as suggested by Hopper & Thompson (1980) and subsequent work, and that
what transitivity pairs have in common is that the “transitive” member has a higher de-
gree of transitivity than the “intransitive” member.® In any case, however, the evidence
we have seen here is sufficient to establish that there is no simple, general account of
the semantics of the suffixes that create transitivity-specific Japanese verb stems, and
that, as was the case regarding the question of a criterion for isoradicality, much work
remains to be done in this area.

Above, we have seen that the data of the Jacobsen/Volpe appendix is a good deal more
complex and irregular, both formally and semantically, than consideration of examples

7 See Kuo (2015: 59, 84-85, 107) for the Taiwanese languages Amis, Puyama, and Seediq, respectively; other
languages for which the relationship can be easily verified include Tagalog and Swabhili.

8 Jacobsen (1992: 73-74) develops a scalar concept of transitivity but does not suggest that the common point
of transitivity pairs is a transitivity differential in favor of the morphologically transitive member.
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like (5) might suggest. Nothing in the present section, however, is intended as an argu-
ment for or against any particular treatment of that data. Taking our discussion of the
Jacobsen/Volpe appendix as a starting point, we now turn, in Sections 3 through 5, to
arguments against proposals to generate Japanese verb stems syntactically.

3 Sequences of verbal suffixes

As we have already noted, one consequence of the resegmentations that are entailed
by comparing the stems that participate in transitivity pairs with stems of other lexical
categories (as well as with other verb stems) is that many stems can be seen to display a
sequence of two suffixes attached successively to a root rather than a single transitivity-
determining suffix. For example, the (c) examples of (6) through (8) above all involve
the sequence -g-ar-, where the first suffix creates a transitive stem and the second an
intransitive. Similarly, the (c) examples of (9) through (11) all involve -m-e-, where the
first suffix creates an intransitive stem and the second a transitive. Suffix sequences are
also observed in (12¢) and (14d).

Sequences of two transitivizing suffixes and two intransitivizing suffixes are observed
as well. For example, (16d) below, where (16) is an expansion of (6), involves the sequence
-g-e-, where both suffixes create transitive stems, and (17c) involves the sequence -m-ar-,
where both suffixes create intransitive stems.

(16) a. tuna ‘rope’

b. tuna-g- ‘tie together, tie up’

c. tuna-g-ar- ‘get connected’

d. tuna-g-e- ‘tie together, connect’
(17) a. yasu-raka ‘peaceful, calm’

a
b. yasu-m- ‘rest (i)’

c. yasu-m-ar- ‘become rested, at ease’
d

. yasu-m-e- ‘rest (t)’

Recall now the DM claim that Japanese transitivity-determining suffixes are instances
of little v, with at least an inchoative and a causative “flavor” (Marantz 2013: 107) to be
distinguished. Abstracting away from the fact that (at a minimum) both types of little v
will have to be polysemous, and writing the inchoative version as “v;” and the causative
version as “v.”, the structure of the two stems of (5), for example, will be as shown in
(18) (simplified glosses given) .

(18) a. nao-r- [[R]v;] ‘get better’
b. nao-s- [[R]v.] ‘make better’

In the same way, the structure of the stems (16c-16d) will be as in (19), and that of the
stems (17c-17d) will be as in (20). (Here and below, I take the fact that -g- and -m- (and
also -b-, -k-, -t-, -w-) in isolation are entirely parallel in function to the suffixes the DM
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literature treats as little v (notably -r-, -s-, and -e- (see e.g. Marantz 2013: 108) to license
a parallel treatment for them in the DM framework we are taking as representative of
syntactic treatments of derivation.)

(19) a. tuna-g-ar- [[[R]v.]vi] ‘connect (i)’
b. tuna-g-e- [[[R]v.]v.] ‘connect (t)’
(20) a. yasu-m-ar- [[[R]vi]vi] ‘get rested’

b. yasu-m-e- [[[R]vi]v.] ‘rest (t)’

If the representations of (19-20) are constructed in the syntax, in line with the proposal
that roots and functional morphemes are the primitives of syntactic derivation, we will
expect them to be interpreted compositionally, with the meaning of the outer little v
combining with the result of composing the meaning of the inner little v with that of
the root. In fact, no verb stem has an interpretation that involves two units of “little v
meaning”, either two instances of “inchoative” or two instances of “causative” or one of
each; for interpretive purposes, the only little v that matters in representations like those
of (19-20) is the outer one.’ This is as if, when the Perfect auxiliary occurs outside of the
Progressive in English or the Passive outside of the (productive) Causative in Japanese,
as illustrated in (21), the outer auxiliary were to nullify the interpretation of the inner
one rather than composing with it semantically.

(21) a. have been eating [PERF[PROG[V]]]
b. tabe-sase-rare- [[[V]CAUS]PASS] ‘be made to eat’

It would seem that in uncontroversially syntactic constructions like those of (21), this
kind of nullification never occurs, and thus that we can assume that the syntactic com-
putational system includes no mechanism for opting out of compositional interpretation
in this way. The structures of (19-20) therefore pose a major problem for the idea that
the suffixes deriving Japanese verb stems are syntactic elements.

We have seen that the syntactic status of constructions like (19-20) is called into ques-
tion by their interpretive properties. The representations of (19) pose a second problem
as well, namely that the internal v, will introduce an external argument that must ulti-
mately remain unrealized.!? In the remainder of this section, I concentrate on document-
ing further instances of the construction (19a), verb stems that introduce no external
argument in spite of containing a transitivizing suffix.

% While the v; of (20b) could be taken to be semantically active, the meaning of such causatives would have
to coincide with that of causatives derived from roots, as in (18b). The semantic inertness of the inner little
v thus follows for this case as for the others. (In DM, identification of category-determining elements with
phase heads requires that lexical causatives, being monophasal, be root-based (Marantz 2007).)

10 The causative interpretation and the external argument may in fact be introduced by separate heads
(Pylkkanen 2008: chapter 3); what is important for our purposes is that in the data at hand they are both
present when a transitivizing suffix appears alone but absent when it appears inside another transitivity-
determining suffix.
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Consider first the isoradical sets (22-25), all of which illustrate the suffix sequence

-r-e-11

(22) a. mak- ‘roll up, wind around’

b. maku-r- ‘roll up, tuck up’

maku-r-e- ‘get turned up, ride up’

(23) a. nezi ‘screw’

b. nezi-r- ‘twist’

c. nezi-r-e- ‘get twisted’
(24) a. yabu-k-‘rip (t)’

b. yabu-r- ‘rip (t)’

o

yabu-r-e- ‘rip (i)’
(25) kasu-ka ‘faint, at the limits of perception’

kasu-m- ‘become hazy, dim’
-m-e- ‘clou visi , deceive; , skim over; skim off, steal’
kasu-m-e- ‘cloud (the vision of), deceive; graze, skim over; skim off, steal

o T

kasu-r- ‘graze (touch lightly in passing)’
e. kasu-r-e- ‘become faint or discontinuous (printing, writing); become hoarse
(voice)’

The stems of (22-25) are all in common use in contemporary Japanese; a final parallel set
that is particularly transparent semantically but for which the verb stems are obsolete
is kubi ‘neck’, kubi-r- ‘strangle’, kubi-r-e- ‘die by hanging oneself’.

Examples of the construction (19a) involving the suffix sequence -m-ar- can also be
cited, as in (26-28). (26a) reflects the fact, not previously exemplified, that bare roots not
infrequently occur reduplicated as adverbial items of the mimetic vocabulary.

(26) a. kurukuru ‘round and round (rotation, winding)’
b. kur- ‘reel in, wind’
c. kuru-m- ‘wrap by rolling’
d. kuru-m-ar- ‘be rolled up, wrapped up’
e. kuru-m-e- ‘lump together’
(27) a. tuka ‘hilt, handle’
b. tuka-m- ‘grasp’ (accusative object)
c. tuka-m-ar- ‘be caught, captured’; ‘hold on to’ (dative object)
d. tuka-m-aw-e- ‘catch, capture’

1 Taking the root to be maku- in (22) obviates postulating a new suffix allomorph for the (b) and (c) examples
but requires a rule deleting a root-final vowel in a zero-derived verb stem for (22a). Given also a rule a
+ i > ¢, mirroring the presumed historical development (see Ono 1953 and subsequent literature), many
apparently consonant-final roots could be reanalyzed along parallel lines; for example, the stems of (1-2)
above could be tok-, toka-i-, toka-s- (Vtoka) rather than tok-, tok-e-, tok-as- (Vtok).
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(28) a. haza-ma ‘gap, interstice’ (< hasa-ma (ma ‘interval’))
b. hasa-m- ‘insert between’

c. hasa-m-ar- ‘get caught between’

In (6-8) and (22-28), then, we have seen examples in which intransitivizing suffixes
appear outside transitivizing suffixes, resulting in stems of the shape (19a). These are
structures for which, as a result of the internal v, both a causative interpretation and an
external argument are predicted, but do not materialize. We have already argued that
the syntactic status of all four constructions (19-20) is called into question by the fact
that the inner little v of those constructions is never interpreted. Regarding the unre-
alized external argument of stems of the shape (19a), similarly, it is clear that there is
no way, in a system of syntactic derivation based on selectional features and the Merge
operation and restricted by a “no tampering” condition (Chomsky 2008: 138), for a spec-
ifier introduced by one head to be deleted or ignored as a consequence of merger of a
higher head. The conclusion seems inescapable, then, that a system of stem-formation
that allows stems of the form (19a), and stems of the form (19-20) more generally, cannot
be the result of the syntactic computational system.

4 Verbal -m- and adjectival -si-

In (19-20) above, we saw that transitivizing and intransitivizing suffixes, characterized
as v and v; respectively, can occur in any of the four logically possible orders following
aroot. We have not seen any examples, however, in which the members of an individual
pair of suffixes appear in a given order after one set of roots but in the opposite order
after another set. For example, the suffixes of the sequence -g-e- always occur in that
order regardless of their status as transitivizing or intransitivizing. In fact, there are
three possibilities in that regard: both suffixes can be transitivizing, as in (16d), the first
can be intransitivizing and the second transitivizing, as in yawa-ra-g-e- ‘soften (t)’ (cf.
yawa-ra-g- ‘soften (i)’), or the first can be transitivizing and the second intransitivizing,
as in hisya-g-e- ~ hisi-g-e- ‘be crushed’ (cf. hisya-g- ~ hisi-g- ‘crush’). In this section
we will observe two suffixes,one deriving verb stems and the other adjective stems, for
which there are four modes of attachment to a root: direct affixation of each suffix, verbal
suffix preceding adjectival, adjectival suffix preceding verbal, and both orders with the
same root. It will be argued that both the fact that only the outer suffix is interpreted,
parallel with what we saw in §3, and the fact that the relative position of the suffixes is
an idiosyncratic function of the individual root militate against treating the suffixes as
syntactic elements.

Many Japanese roots support both a verb stem in -m-, exemplified in §3, and an ad-
jective stem formed with the suffix -si-- While adjective stems in -si- are not treated
in the DM literature on Japanese derivation, that suffix has a natural DM analysis as a
category-determining little a, where the latter is a stative counterpart of inchoative v;
and causative v, (Marantz 2013: 103). In the examples of (29-30), both suffixes attach
directly to a root, making those examples parallel, as the displayed structure shows, to
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the verb stems nao-r- and nao-s- that we saw in (5) and (18) (the root of 30 also supports a
stem kuy-i- that is a close synonym of (30b); y deletes before a front vowel in the phrasal
phonology).

<

(29) a. suzu-si- [[R]a] ‘cool, refreshing’
b. suzu-m- [[R]v;] ‘cool off, refresh oneself’
(30) a. kuy-asi-[

kuy-am- [[R]v.] ‘rue, regret’

[
[R]a] ‘causing chagrin, regret’

There are a number of roots supporting both types of stem seen in (29-30), however, for
which the verb stem in -m- is derived from the adjective stem in -si-. This is illustrated in
(31-32) (I take -si- to be suffixal in an otherwise unsegmentable CVCVsi- adjective stem).

(31) a. kuru-si- [[R]a] ‘painful, uncomfortable, difficult’
b. kuru-si-m- [[[R]a]v;] ‘suffer’
(32) a. kana-si- [[R]a] ‘sad’
kana-si-m- [[[R]a]v;] ‘grieve, sorrow’

And there are roots for which, in contrast, the verb stem in -m-, whether transitive (as

in 33b) or intransitive (as in 34b) serves as the base for derivation of the adjective stem

in -si-:*2

(33) a. uto- [[R]a] ‘distant, ill-informed’
b. uto-m- [[R]v.] ‘shun, ostracize’
uto-m-asi- [[[R]v.]a] ‘unpleasant, repugnant’
(34) a. ita-[[R]a] ‘painful’

b. ita-m- [[R]vi] ‘be painful; get damaged’

c. ita-m-asi- [[[R]v;]a] ‘pitiable, pathetic’
Finally, there is at least one root for which both the verb stem in -m- and the adjective
stem in -si- contain both suffixes, in the opposite order in the two cases:
(35) a. tutu-m-asi- [[[R]v.]a] ‘modest, unpretentious’

b. tutu-si-m- [[[R]a]v.] ‘be cautious regarding; abstain from’

What conclusions can we draw from the data of (29-35)? First of all, with regard to
interpretation, those examples support the same observation that was made in §3 for
stems of the four types in (19-20), namely that when a stem contains two derivational
suffixes, the inner one is interpretively inert.”® The semantic relations of the two stems

12 For an English parallel to the three types (29-30), (31-32), (33-34), consider ambigu-ous/ity, duplic-it-ous,
monstr-os-ity.

13 While one might imagine for some of the doubly suffixed stems of (31-35) that the interpretation of the
whole depends in some way on that of the inner suffix, there is evidence against this idea in some cases.
With respect to (34), for example, the root-reduplicated adjective itaita-si- ‘pitiable, pathetic’ shows that
the occurrence of that meaning for the stem ita-m-asi- has nothing to do with the inner suffix -m-.
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to each other and to the root in (35), for example, are roughly the same as in (29-30),
even though the stems of (35) each contain two suffixes and the stems of (29-30) only
one. This observation, as we have seen, casts doubt on the proposal that the suffixes in
question are syntactic elements.

A parallel argument can be made regarding the relative position of suffixes. (19-20)
have already shown, of course, that if suffixes are divided into transitivizing (“causative”)
and intransitivizing (“inchoative”) types, there are no constraints on their relative order
when two of them occur in the same stem, so that their actual order in particular cases
becomes a function of the individual root. As suggested by the discussion of the suffix
sequence -g-e- at the beginning of this section, though, if we classify suffixes on strictly
distributional grounds, without reference to transitivity value, it is possible to set up
two position classes that will obviate conditioning of suffix order by roots in the great
majority of cases: roughly speaking, the suffixes recognized by the Jacobsen/Volpe seg-
mentation of stems will belong to the outer layer, with the inner layer being composed
of suffixes such as -g-, -m-, -w-, and (transitivity-neutral) -r-.

For the data of (29-35), however, conditioning of suffix order by individual roots is
inescapable. This, then, constitutes a second way, independent of the interpretive inert-
ness of the inner suffix, in which the behavior of -m- and -si- fails to conform to what we
would expect of syntactic elements. Returning to the analogy with auxiliary verbs that
we appealed to in §3 (see 21 above), the positional relations of those two suffixes are as if
the Perfect and the Progressive auxiliaries (say) both appeared adjacent to the stem for
one class of verbs, but the Perfect was formed by placing the Perfect auxiliary outside
the Progressive for a second class of verbs, and the Progressive was formed by placing
the Progressive auxiliary outside the Perfect for a third class. The reason, of course, that
this is difficult to imagine is that we expect unambiguously syntactic elements to appear
in a fixed order with respect to a verbal or nominal stem. Indeed, since the 1990s, a great
deal of work in cartographic syntax (notably Cinque 1999) has developed the idea that
the (hierarchical) ordering of syntactic functional heads is fixed not only internally to a
single language, but universally. From that perspective, the radical failure of Japanese
verbal -m- and adjectival -si- to display a consistent ordering makes it extremely difficult
to view them as syntactic heads.

5 Compositional meanings and semantic change

We have claimed that the syntactic computational system includes no mechanism for
opting out of compositional interpretation, in particular by allowing a higher head to
nullify the interpretation of a lower one. More generally, it seems reasonable to assume
that the compositional interpretation of structures generated by the syntax is automatic,
so that there is no way to block the compositional interpretation of a syntactic con-
stituent.' We expect it to be true, in other words, that no instance of a syntactically gen-
erated structure or construction can idiosyncratically fail to display the compositional

141 will assume that this principle is not compromised by the delayed transfer to the interfaces characteristic
of phase-based derivation (Chomsky 2001).
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semantic interpretation associated with that structure or construction.”” As a result, a
phrase like kick the bucket that is demonstrably generated by the syntax will automati-
cally have the compositional interpretation predicted by its lexical items and its syntactic
structure, independently of whether it has one or more listed interpretations as well. As
a diachronic corollary, we can infer that loss of the compositional interpretation of a
syntactically generated constituent is not a possible change, assuming that the grammar
and the lexicon have remained stable in the relevant respects. Thus, it would not be pos-
sible for kick the bucket to lose its compositional interpretation over time, retaining only
the idiomatic one. When a phrase that was once generated by the syntax does have only
a listed interpretation, it is either because the component words have dropped out of the
lexicon, as is probably the case for the phrase to plight one’s troth for most contempo-
rary English speakers, or because the grammar no longer generates phrases of the type
in question, as is the case for the phrase till death do us part.

What is true for manifestly phrasal constituents is true for inflected forms as well. Lex-
icalization (i.e. idiomatization) of guts in the meaning ‘courage’ and balls in the meaning
‘audacity’ has no effect on the status of those forms as regular plurals as long as the rel-
evant stems and the rules for forming and interpreting plurals are diachronically stable.
In Japanese, many verbal Gerund forms in -te are lexicalized as adverbs: sitagatte, yotte
‘consequently’ (sitagaw- ‘obey’, yor- ‘be due to’), kiwamete, itatte ‘extremely’ (kiwame-
‘reach, carry to extremity’, itar- ‘reach’). As long as the relevant verb stems remain in
the lexicon and -te remains an inflectional suffix, however, there is no way that these id-
iomatic meanings can replace the compositional meanings that the forms have by virtue
of their inflectional (ultimately, syntactic) status. The same is true of verbal Conjunctive
forms that have been lexicalized as nouns: nagasi ‘sink’ (naga-s- ‘make flow’), nagare
‘flow, course of events’ (naga-re- ‘flow’).!¢

If loss of a compositional interpretation is not a possible semantic change, assuming
stability of grammar and lexicon, then demonstrating that the predicted compositional
meaning of a putatively syntactic construction is subject to loss over time will support
the conclusion that the construction in question is not syntactic after all, since if it were,
its compositional meaning should be diachronically stable. In the present section, I will
make this argument with respect to the Japanese lexical causative in -s-, exemplified by
stems like nao-s- ‘cure, repair’, seen in (5b) and (18b) above. Specifically, I will document a
number of cases in which the construction [R[s]] can be shown to have had the predicted
interpretation CAUS(IRI) (IRl the interpretation of R) originally but later to have lost that
interpretation in spite of the fact that IRl itself has remained constant.

15 Correspondingly, establishing that some phrase P is a counterexample to this principle will require (a)
displaying P’s syntactic structure; (b) displaying the rule of interpretation associated with that structure;
and (c) showing that P idiosyncratically lacks the predicted interpretation.

16 The semantics of these nouns has been treated in the DM literature since Volpe (2005) as involving selection
of root allosemes by a noun-forming suffix (“special meanings of the root triggered across the little v
head” (Marantz 2013: 107). The extreme semantic distance that separates many of the nouns from their
corresponding roots (abundantly documented by Volpe), however, makes idiom-formation a more plausible
basis for the nominal meanings than alloseme choice (for the distinction between the two mechanisms, see
Marantz 2013: 105).
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As a first example, consider the stem yurus- ‘allow, forgive’. In Old Japanese (see
Omodaka et al. 1967), the primary meaning of this stem is ‘slacken (t)’, with secondary
meanings ‘let go of’; ‘allow, comply with, tolerate’; and ‘forgive, exempt’. Yurus-, in other
words, is historically the causative in -s- on Vyuru ‘slack’ (see ??) above), a root that in
modern Japanese underlies the adjective stem yuru- ‘slack’, the nominal adjective yuru-
yaka ‘slack, gradual’, and the verb stems yuru-m- ‘slacken (i)’ and yuru-m-e- ‘slacken
(t). As is clear from these four stems, the root has been completely stable semantically
over thirteen centuries, and the same can be assumed for causative -s-. There is no trace
in the modern meaning of yurus-, however, of the original concrete primary meaning
‘slacken’. That meaning, in other words, has been completely replaced by the originally
secondary or extended meanings ‘allow’ and ‘forgive’. If yuru-s- had been a syntactic
construction, with the meaning ‘slacken (t)’ the compositional result of a semantic rule of
interpretation, this replacement should have been impossible, just as we have suggested
that it would be impossible for kick the bucket to lose its compositional meaning and
retain only the idiomatic one.

The history of the stem itas- ‘do (humble)’ is broadly parallel. In Old Japanese, it is
the causative corresponding to itar- ‘reach a limit’, as explicitly noted in Omodaka et
al. (1967), and thus means ‘bring to a limit’. In the modern language, while intransitive
itar- has retained its original meaning, itas- is for the most part, bleached of concrete
content, simply a suppletive humble variant of suru ‘do’. A third case in which a s-stem
has lost a putatively compositional causative meaning involves konas- ‘deal with, take
care of; be skilled at’, whose primary meaning was originally ‘break up, pulverize’ and
which is based historically on ko ‘powder’ (Ono, Satake & Maeda 1974). Like many other
original monosyllables, ko has been replaced as a freestanding noun by a bisyllabic form,
in this case kona, which is attested starting around 1700. The only serious proposal for
the origin of kona (see NKD) appears to be that it is a backformation based on konas-. If
the backformation theory is correct, kona and konas- were unquestionably isoradical at
the relevant point in time, so that konas- consisted of vkona ‘powder’ plus causative -s-.
Today, however, while the root noun remains in the language, the meaning ‘break up,
pulverize’ for the verb is extinct.”

Two further stems in -s- for which the predicted causative meaning appears to have
been lost over time are hatas- ‘carry out, perform, accomplish’ and kuras- ‘make a liv-
ing; live, spend (time)’. The roots appear in the zero-derived noun hata ‘edge, perimeter;
outside’ and the zero-derived adjective stem kura- ‘dark’, respectively, and are semanti-
cally identifiable in the intransitives hate- ‘end (i)’ and kure- ‘darken (day), end (i)’ (for
the a ~ e alternation, see note 11 above). The expected primary meaning ‘end (t)’ of
hatas- appears in the gloss ‘bring to a conclusion’ in Omodaka et al. (1967); for kuras-,
similarly, Omodaka et al. record the expected primary meaning ‘spend the time until
evening’ (i.e. ‘let the day darken’). In both cases, however, this compositional meaning
is absent from the modern stems, neither of which stands in a purely causative relation
to the corresponding intransitive or to the root. The meaning of hatas-, as the above

17 While dictionaries retain examples like tuti o konasu ‘break up dirt (clods)’, the speakers I have consulted
deny knowledge of such a usage.
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definition indicates, inherently includes an element of purposive activity (carrying out
a command, achieving a goal, fulfilling an obligation) that is absent from that of hate-.
While the semantic difference between kuras- and kure- is more subtle, the basic fact
preventing the former from functioning as the causative of the latter is that, unlike kure-
(‘come to an end’), kuras- (‘spend (time)’) is atelic. Both hatas- and kuras-, then, like
yurus-, itas-, and konas-, are cases in which the predicted interpretation CAUS(IRI) of
the construction [R[s]] has been lost over time.

In this section, we have seen an argument against the syntactic derivation of Japanese
verb stems based on semantic change, using causatives in -s- as a representative stem-
type. It goes without saying, we should emphasize, that perhaps the most common type
of semantic change, the addition of idiomatic or extended meanings, does not count
against the hypothesis of syntactic generation: as is well known, linguistic units of any
size can be idiomatized, with the tendency to undergo idiomatization inversely propor-
tional, roughly speaking, to size (Di Sciullo & Williams 1987: 14). But loss of a putatively
compositional meaning, we have claimed, does count against syntactic generation, be-
cause there is no reason to take the compositional interpretation of syntactic structure
to be anything but automatic and exceptionless. In order for a compositional meaning
M to be lost, the syntactic structure underlying it would first have to be exempted from
compositional interpretation, with M being lexicalized at the same time; M could then
be lost from the lexicon. If this sequence of events is impossible because exemptions of
the required type are never granted, however, a putatively compositional meaning that
is in fact subject to loss cannot have been based on a syntactic derivation in the first
place.

6 Conclusion

Above, I have attempted to evaluate the proposal that the derivational suffixes that cre-
ate transitive and intransitive verb stems in Japanese are syntactic heads, in particular
varieties of little v. Crucial evidence in this regard has come from identifying an inner
layer of derivational suffixation (-g-, -m-, etc.) in addition to the well-known outer layer
whose main members are -r-, -s-, -re-, -se-, -e-, -i-, and zero, since this has allowed us to
raise the question of how two derivational suffixes interact when they occur together in
the same stem. We saw in §3 that in such a case, the inner suffix is always inert for pur-
poses of argument structure and semantic interpretation, casting doubt on the position
that the suffixes are syntactic elements. In §4, we saw that the same is true for combina-
tions of the verbal suffix -m- and the adjectival suffix -si-, with the added complication
that the order in which those two suffixes occur is an idiosyncratic function of the root.
Finally, in §5, we argued, without reference to suffix sequences, that the combination
of a root and a transitivity-determining suffix, taking causative -s- as a representative
example, cannot be a syntactic construction because its putatively compositional inter-
pretation is unstable over time. All the evidence we have seen, then, points toward the
conclusion that the derivational suffixes under consideration are not syntactic elements.
Equivalently, if one wishes in the face of this evidence to generate Japanese verb and ad-
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jective stems syntactically, one will require relaxation of otherwise well-motivated con-
straints on structure-building and interpretation precisely for the domain of the stem.
As suggested at the outset, our conclusions in this regard support Anderson’s (1982: 594)
position on the place of morphology in the grammar: derivation is pre-syntactic, and the
units of lexical storage are inflectable stems; inflection, in contrast, is the post-syntactic
spellout of morphological elements and morphosyntactic properties that are treated by
syntactic operations.

The conclusion that Japanese derivational suffixes, in contrast with suffixes like the
Passive and the productive Causative, are not syntactic elements is supported at a more
impressionistic level by the fact that, as is easily confirmed, the two sets of suffixes differ
sharply in their degree of regularity, both formal and semantic. Formally, while varia-
tion in the shape of the Passive suffix -(r)are- is limited to phonologically conditioned
alternation of r with zero at the left edge, and variation in the shape of the Causative suf-
fix -(s)as(e)- is limited to phonologically conditioned alternation of s with zero at the left
edge and non-phonological alternation of e with zero at the right, variation in the realiza-
tion of what under a DM analysis will be v; and v, is highly unconstrained, with multiple
unrelated allomorphs for each of the suffixes and almost complete overlap between the
two allomorph sets. Semantically, while the meaning of Passivepassive stems in -(r)are-
and (apart from occasional idioms) Causative stems in -(s)as(e)- is both regular and rel-
atively straightforward to characterize, the meaning of stems in v; and v, is in most
cases multiply polysemous and highly idiosyncratic; the glosses we have given above,
while aiming at a marginal increase in accuracy over the labels in Jacobsen (1992) and
Volpe (2005), in many cases only scratch the surface of the problem of specifying stem
meaning. With regard to semantics, it should also be remembered that, as we noted in
§2, morphological analysis internal to the stem proceeds on the basis of an unredeemed
promissory note regarding the criterion for isoradicality and that equally serious ques-
tions arise about how the meaning of transitivity suffixes is to be specified, given the
apparent semantic overlap between transitivizing and intransitivizing morphology.

If Japanese verb and adjective stems are not, then, created by the syntactic computa-
tional system, how should we conceive of their structure and, crucially, the knowledge
that speakers have about that structure? Broadly speaking, there are two types of an-
swer that could be given to this question. On one of them, derivational morphology of
the type we have seen here would be the result of a combinatory system roughly parallel
to syntax but less regular both in terms of the hierarchical relationships holding among
grammatical elements and the semantic interpretation of complex structures. From the
standpoint of theoretical parsimony, of course, this would seem like an unattractive pro-
posal; surely, if possible, we would prefer to maintain that the language faculty involves
a “single generative engine” (Marantz 2001; 2005). Viewing language as a biological ob-
ject, however, there would appear to be no grounds for excluding a priori the possibility
that our linguistic capacities include a combinatory stem-formation module of the sort in
question. In evolutionary terms, such a module might have provided a vastly expanded
repertory of named concepts in advance of the emergence of a fully regular and produc-
tive syntax, representing a sort of half-way house on the road to discrete infinity.
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The second type of answer that could be given to the question of the form taken by
speaker knowledge of the relations among isoradical stems, assuming that those rela-
tions are not mediated by the syntactic computational system, is that that knowledge is
frankly non-generative — that is, non-combinatory. In this case, all stems will be lexically
listed, with relations among them captured by redundancy rules, for example, those of
the type pioneered by Jackendoff (1975) (see also Jackendoff 2002: 53). What is unsat-
isfying about this type of answer is that it provides no insight into why derivational
morphology should exist at all — why, that is, stems (setting aside compounds) are not
all atomic. While we have seen evidence that at least some derivational morphology
cannot be syntactic, then, there is no unambiguously attractive alternative account of
the structure of speaker knowledge in this area. As a result, the place of derivational
morphology in our linguistic competence remains very much an open question.
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Chapter 8

Morphological complexity and Input
Optimization

Michael Hammond

University of Arizona

In this paper, we examine morphological complexity through the lens of Input Optimization.
We take as our starting point the dimensions of complexity proposed in Anderson (2015).
Input Optimization is a proposal to account for the statistical distribution of phonological
properties in a constraint-based framework. Here we develop a framework for extending In-
put Optimization to the morphological domain and then test the morphological dimensions
Anderson proposes with that framework.

The dimensions we consider and the framework we develop are both supported by empirical
tests in English and in Welsh.

1 Introduction

Anderson (2015) lays out a number of dimensions of morphological complexity, ways
that we might evaluate how complex different morphological systems are, e.g. number
of morphemes in the system, complexity of principles governing combinations of mor-
phemes, complexity of exponence, complexity of allomorphy, etc.

These are clearly the right kinds of dimensions for evaluating the complexity of mor-
phological systems, and we might be inclined to use them as part of a typology of morph-
ology. However, if we adopt these as our dimensions for calculating complexity, what
follows? AsIlearned from Steve Anderson years ago in graduate school, typology with-
out implications is bad typology. (For discussion, see, for example, Anderson 1999.)

In this paper, I consider the implications of these dimensions of morphological com-
plexity for the theory of Input Optimization (Hammond 2013; 2014; 2016). This theory
develops a notion of phonological complexity which languages “attempt” to minimize
statistically. To the extent that different phonological representations are complex, they
are under-represented statistically. This complexity shows up in the markedness of sur-
face representations and in the complexity of input—output mappings. For example,
marked segments or syllable structures are under-represented compared with their less

Michael Hammond. 2017. Morphological complexity and Input Optimization. In
I Claire Bowern, Laurence Horn & Raffaella Zanuttini (eds.), On looking into words
(and beyond), 155-171. Berlin: Language Science Press.
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marked counterparts. In addition, outputs that are distinct from their inputs are under-
represented with respect to outputs that are identical with their inputs.

Interestingly, there are morphological effects as well, effects that sometimes work
in the opposite direction. For example, initial consonant mutation in Welsh causes a
mismatch between output and input, but is over-represented. I argue that this is because
phonological complexity includes morphological mapping. Specifically, to the extent
that morphological distinctions are not made in the surface form, a representation is
more complex. This is formalized in OT-based terms using a constraint deriving from
work by Kurisu (2001).

This general approach is supported by the facts of haplology, e.g. English adjectives in
-ly like weekly not getting double-marked with adverbial -1y and plurals like kings not get-
ting double-marked with genitive -s. The absence of double-marking means that a mor-
phological distinction is not made on the surface; thus these cases are under-represented
as expected.

These morphological cases beg the larger question: should phonological complexity
be generalized further? Should there be a more general notion of morphological com-
plexity, built on dimensions of the sort cited above, where forms that are more complex
morphologically are statistically under-represented? In this paper, I pursue just this
course, formalizing a notion of morphological complexity and then testing it with cases
from English and Welsh with respect to the dimensions of morphological complexity
identified in Anderson (2015).

The organization of this paper is as follows. I first review some of the dimensions of
complexity presented in Anderson (2015). I then outline the theory of Input Optimization
and a framework for a constraint-based theory of morphology that we can assess Input
Optimization with respect to. With these in hand, we then consider the predictions made
by the Input Optimization framework and turn to the English and Welsh data.

2 Dimensions of complexity

Anderson (2015) discusses a number of dimensions of morphological complexity and we
will not review them all here.

We explicitly set aside those systemic dimensions that cannot distinguish options
within a language. For example, Anderson cites the number of elements in the mor-
phological system as a measure of its complexity. Thus, for example, if one language has
one way of marking noun plurals and another has ten ways, we might think of the first
as less complex. Input Optimization makes no predictions about systemic differences
like these, as we will see in the next section, so we don’t consider them any further.

Anderson cites the number of morphemes in a word as a dimension of complexity.!
This can be taken in several ways. One possibility is that one might compare across
different languages, which seems to be Anderson’s intent. Another possibility though

! This, of course, begs the question of what is a morpheme, an issue at the forefront of much of Steve’s own
work.

156



8 Morphological complexity and Input Optimization

would be to compare across words in the same language and we investigate this possi-
bility below.

Another dimension Anderson identifies is whether the morphemes present in a word
depend on each other in some way. We might think of this in two ways. Some morpheme
may only occur when “licensed” by some other. Gender in Spanish is an example of
this. If gender is marked on a noun, then that gender marking must be present in the
plural as well, e.g. mes+a+s ‘tables’ table + feminine + plural. Another example might be
verbal theme vowels in Romance; person/number marking depends on the presence of
the theme vowel.

The other side of this coin would be cases where the presence of some morpheme
blocks another. Haplology is an example of this. For example, adverbial -Iy in English
cannot occur on an adjective that already ends in -ly. Thus we have happily, but not
*weeklyly.

Anderson also distinguishes among morpheme types in terms of complexity. Simple
prefixation or suffixation is less complex than circumfixion or infixation. Presumably,
non-concatenative morphology like templatic operations, ablaut, umlaut, truncation are
also more complex.

Lastly, Anderson cites the complexity of allomorphy as an instance of general mor-
phological complexity. We take this to mean that a system is more complex when there
is more allomorphy. We interpret allomorphy as generously as possible to include cases
where the phonology seems to be involved, say, in the different pronunciations of the
English plural -s as [s, z, 9z], but also plurals that differ on some other basis, e.g. geese,
criteria, sheep, etc.

Anderson treats some other possibilities as well, but the ones above are quite simple
and can be examined within a single language. We list them together below.

1. Number of morphemes in a word
2. Principles of morphological combination, e.g. scope, haplology, etc.
3. Complexity of exponence, e.g. circumfixes, infixes, etc.

4. Complexity of allomorphy

In the following section, we review the Input Optimization proposal and sketch out the
predictions it makes for these. Our interest in Input Optimization is that it provides a
mechanism by which we can assess the dimensions of morphological complexity we’ve
just considered.

3 Input Optimization
The problem that Input Optimization addresses is that certain phonological configura-

tions occur less often than we might otherwise expect. For example, if we look at the
distribution of stress on two-syllable adjectives, we see that adjectives with final stress
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like alert [alit] or opaque [0p"ék] are less frequent overall. Strikingly, both are even less
frequent when they occur prenominally.

Hammond (2013) argues that this effect is driven by the English Rhythm Rule (Liber-
man & Prince 1977; Hayes 1984). Certain stress configurations in English are avoided
by shifting a primary stress leftward onto a preceding secondary. Thus we have alterna-
tions like Minneséta vs. Minnesota Mike; thirtéen vs. thirtéen mén; etc. When an adjective
with final stress occurs in prenominal position, the relevant configuration is quite likely
to occur. In addition to following context, there is a restriction on preceding context.
With an adjective like dpaque, stress shift leftward is possible because of the preceding
stress, e.g. 6paque story, but with an adjective like alért, such a shift is impossible and the
offending configuration must surface, e.g. alért pérson. Both kinds of cases are statisti-
cally under-represented in English. Specifically, these configurations arise significantly
less frequently than we might expect based on the overall distribution of adjectives with
these stress patterns.

Input Optimization is a proposal to account for statistical skewings like these that
occur in the phonologies of languages. The idea is developed in Hammond (2013; 2014;
2016). The basic idea is that markedness and faithfulness violations are avoided in the
phonology so as to reduce the complexity of the phonological system. Input Optimiza-
tion is a generalization of the notion of Lexicon Optimization Prince & Smolensky (1993):

(1) Lexicon Optimization:
Suppose that several different inputs I, I, . . ., I, when parsed by a grammar G
lead to corresponding outputs Oy, Oa, . . ., Oy, all of which are realized as the
same phonetic form ®—these inputs are all phonetically equivalent with respect
to G. Now one of these outputs must be the most harmonic, by virtue of incurring
the least significant violation marks: suppose this optimal one is labelled O.
Then the learner should choose, as the underlying form for @, the input I.

The idea is that if there are multiple ways to produce an output form consistent with the
facts of a language, the learner chooses the input that produces the fewest constraint
violations. There are no empirical consequences to Lexicon Optimization by itself. In
fact, it is defined to apply only when there are no consequences.

To refine this into something we can use, we define a notion of Phonological complexity
that applies to individual input-output pairings, but also to entire phonological systems.
(The basic logic of this is that the complexity of a phonological system is proportional
to the number of asterisks in its tableaux.)

We define the output/surface forms of a language as a possibly infinite set of forms.

(2) OZ{OI,Oz,...,On,...}
Each output form has a corresponding input:

G) I={L.L,....I,,...}

The phonology is comprised of a finite sequence or vector of constraints:
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C= <C1,C2,-"7Cﬂ>

Any input-output pairing, (I;, O;), then defines a finite vector of violation counts, some
number of violations for each constraint earned by the winning candidate for that input.

©)

<ncl,n(j2, .. .,ncn>

With these notions, Phonological Complexity (PC) is defined as follows:

(6)

Phonological Complexity (PC)

The phonological complexity of some set of forms is defined as the vector sum of
the constraint violation vectors for surface forms paired with their respective
optimal inputs.

To produce a relative measure of PC given some set of n surface forms, divide the
PC score for those forms by n.

Hammond (2016) exemplifies this with a hypothetical example of nasal assimilation.
Imagine we have the forms in (7) we wish to compute the PC for. Given the inputs pro-
vided in column 2, we have the constraint violations for winning candidates in columns 3

and 4.
(7)

Input | Output | NC | IO-FartH
/onpi/ | om pi *
/anba/ | am ba
/un bo/ | um bo
/endo/ | endo
/on ta/ on ta
/un ti/ un ti
/anku/ | ayku
/in ga/ in ga
/onke/ | onke

*

*

*
*

*

0 6

- PF@ s e T

The relative complexity of this first system is: {(0,6)/9 = (0,.66). We can compare the
system in (7) with the one below in (8). Here we have a different array of output forms,
but the same logic for inputs and constraint violations.

(8)

Input | Output | NC | IO-Fartu
/onpi/ | om pi *
/anba/ | am ba
/endo/ | endo
/on ta/ on ta
/un ti/ un ti
/in di/ in di
/anku/ | apgku
/in ga/ in ga

*

F@R e oo o
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The relative complexity of the second system is: (0,4)/8 = (0,0.5), less than the first.
As argued by Hammond (2016), this notion extends obviously to weighted constraint
systems. For example, in a system with strict ranking, (0.1,0.4) is more complex than
(0,0.5).

The proposal then is that all phonological systems are skewed to be less complex.

(9) Input Optimization
All else being equal, phonological inputs are selected that minimize the
phonological complexity of the system.

Note that (9) alters the frequency of input-output pairings and does not change the
input-output mapping of any particular form. For example, this principle prefers (8)
to (7), though both systems contain the same pairings. The difference is in the relative
frequency of the pairings that occur.

Our goal in this paper is to see if it is profitable to extend this system to include morph-
ology. In point of fact, Hammond (2016) addresses this question partially in response to
statistical effects in Welsh. In particular, Welsh initial consonant mutation is statistically
over-represented when, based on what we have seen so far, we might have expected the
opposite.

Consonant mutation in Welsh refers to a set of phonological changes that apply to
initial consonants in specific morpho-syntactic contexts. For example, the Soft Mutation
makes the following changes:

(10) Orthographic Phonological
Input Output | Input Output
p b p b
t d t d
c g k g
b f b v
d dd d 0
g 0 g 0
m f m v
il 1 1 1
rh r T r

There are many contexts where this occurs, e.g. after certain prepositions, direct object
of an inflected verb, after certain possessives, feminine singular nouns after the article,
etc. The following figure gives some examples after the preposition i [i] ‘to’.

(11)  pen [p"en] ‘head’ iben [iben] ‘toahead’
cath [k"a®] ‘cat’ igath [igaB] ‘toacat’
mis [mis] ‘month’  ifis [ivis] ‘to a month’
nai  [naj] ‘nephew’  inai [inaj] ‘to a nephew’
siop [Jop]  ‘shop’ isiop [ifop] ‘toa shop’
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The chart above also includes examples of non-mutating consonants. Note that words
with these occur in mutation contexts with no change.

The Input Optimization framework would seem to predict that mutation should be
under-represented. After all, mutation entails a faithfulness violation and, all else being
equal, the system is less complex to the extent that such violations are avoided. This,
however, is not what occurs. Instead, we get over-representation in mutation contexts.
Words that begin with consonants that can mutate are over-represented in mutation
contexts compared with words that begin with consonants that do not mutate.

To capture this, Hammond (2016) proposes the (revised) Realize Morpheme constraint
(12). This is a slight revision of a constraint that Kurisu (2001) motivates on other (non-
statistical) grounds. This constraint basically militates for the expression of morpholog-
ical information.

(12) ReaLizE MORPHEME (revised) (RM’)
Let o be a morpheme, 3 be a morphosyntactic category, and F(a) be the
phonological form from which F(a+p) is used to express a morphosyntactic
category B. Then RM’ is satisfied with respect to B iff F(a+f) # F(o)
phonologically.

With this in hand, the reason why Welsh mutation is over-represented is to reduce
phonological complexity by minimizing violations of RM’.

The RM’ constraint is also invoked by Hammond (2016) to account for haplology in
English. We’ve already cited the fact that forms like *weeklyly are blocked. Similarly,
we find overt marking of the genitive in English does not occur on plural forms marked
with -s; the genitive plural of cat is cats’, not something like * catses. Both kinds of cases
are statistically under-represented in English: they are avoided to minimize violations
of RM.

While RM’ (12) does what’s required, it begs the question of whether a more general
version of PC is appropriate. In other words, beyond the effects of RM’, do we expect
Input Optimization to apply to morphology?

4 Constraint-based morphology

To assess this, we need a constraint-based theory of morphology. There have been a
number of proposals over the years for how to deal with morphology generally in an
OT-like framework. The earliest we know of are Russell (1993; 1995); Hammond (2000),
but see Aronoff & Xu (2010); Xu & Aronoff (2011) for more recent and fuller proposals.
A full-on theory of this sort is well beyond the scope of this paper, but let’s lay out what
such a theory might look like, at least in sufficient detail so we can assess whether it
makes the right predictions about Input Optimization.

Let us assume that morphology—like phonology—is a constraint-based system map-
ping inputs to outputs. Inputs are denuded of any morphological marking, but have suf-
ficient featural information so that we can evaluate whether morphologically marked
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candidate forms satisfy relevant constraints. For example, we might imagine that plural
marking in English comes about by taking a stem marked [+plural] and adding various
affixes or performing other operations that do or do not express that feature. The idea is
that the syntax provides a featurally complex object that the morphology can then inter-
pret. Morphological operations like affixation, reduplication, mutation, etc. add features
which do or do not match those required by the syntax. Following is a schematic partial
tableau to give a sense of this.

I[5])

[ cat |
2
[ cat | -S

i +
| +pl | +pl
[ cat | -ed
+

| +pl | +past

We would want constraints that force the correct morphological operation to take
place. Presumably there would be one or more constraints that enforce a correspon-
dence between the features required by the stem and the features offered by any affixes
or other changes; to the extent that those don’t match, we would have violations. For
convenience, let’s call this FEATURES (Fs). The RM’ constraint above, or constraints that
get the same effects, should fall in this class.

We also need constraints that militate against gratuitous morphological operations.
Some of this might be achieved by featural correspondence imposed by Fs, but we surely

need something to account for the relative markedness of morphological operations gen-
erally. Perhaps something like this:

(13)

(14) *ABLAUT > *INFIX > *PREFIX > *SUFFIX

The basic idea is to posit constraints that militate against any morphological operation.
These constraints are ranked with respect to each other, presumably in a universal fash-
ion. This hierarchy would then be interleaved with the Fs constraint. For example, we
might have:

(15) *ABLAUT > "INFIX > FEATURES > "PREFIX > *SUFFIX

The effect of such a ranking is that the featural needs of a stem can be met by prefixation
and suffixation, but not by other operations.

This system is woefully incomplete and, in its present form, cannot do justice to the
full range of effects we see in morphological systems. See, for example, Anderson (1982;
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1992). It is, in some ways, quite similar to these proposals in treating affixation as an in-
stance of more general morphological operations that interpret syntactically-motivated
features. However, our goal here is not to develop a full-on constraint-based morpho-
logical theory. Rather, the point is to build enough of such a theory so that we can test
Input Optimization with respect to the dimensions of morphological complexity identi-
fied above.

Let’s now return to our dimensions and consider one by one what our theoretical
skeleton in conjunction with Input Optimization predicts. First, we have the number of
morphemes. All else being equal, the system certainly as developed militates for as few
morphemes, or other morphological operations, as possible. Additional morphology
entails violations of the constraints in (14) and Input Optimization predicts these should
be avoided statistically.

The second dimension of complexity refers to principles of morphological combina-
tion. The system we’ve developed says nothing (so far) about the licensing side of this,
but it does address morphological haplology. To the extent that haplology occurs, it en-
tails violations of RM’ (12) and of Fs. Previous work cited above has already established
that Input Optimization applies in these cases.

The third dimension is the complexity of exponence, that certain morphological op-
erations are intrinsically more complex than others. This is captured by the ranking,
e.g. in (14). We expect morphologies to be statistically skewed against violations of the
higher-ranked constraints.

The fourth dimension is complexity of allomorphy, allomorphy that is a consequence
of phonology or morphophonology like English plural [s, z, 2z], but also plurals that
differ on some other basis, e.g. geese, criteria, sheep, etc. The phonological cases fall
under the core Input Optimization proposal. In fact, Hammond (2013) shows statistical
skewing for English plural and past allomorphy in just the expected directions. The other
case cited is also accommodated by the proposal. Internal modifications like geese or
truncation+suffixation like criteria violate higher-ranked constraints than simple plural
suffixation; hence they should exhibit under-representation. Similarly, plurals with no
change like sheep should violate RM’ and Fs and be under-represented.

Summarizing, a constraint-based morphological theory of the sort sketched out, in
conjunction with Input Optimization, makes the following predictions:

(16) 1  Words should have fewer morphemes.

2 Haplology should be avoided. (This has already been established by Ham-
mond 2016.)

3 More marked morphological operations (per the hierarchy above) should be
avoided.

4 Morphophonology should be avoided. (This has already been established by
Hammond 2013.)

5 Ablaut, umlaut, truncation, etc. should be avoided. (This is essentially the
same as #3 above.)

6 Zero-marking should be avoided.
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We must therefore examine #1, #3/5, and #6 empirically. In the next sections, we look
at all three cases with data from English and Welsh.

5 Number of morphemes

The first prediction of Input Optimization applied to our toy constraint-based theory of
morphology is that a form is more complex if it has more morphemes. This is a bit tricky
to test. In many cases, having fewer morphemes is not necessarily the less complex
option. For example, consider the plural form sheep which lacks an overt plural suffix.
Is this less complex than a form like cat+s? Probably not. The most reasonable analysis
given the framework above is that the plural sheep surfaces with an undischarged plural
feature. On that view, it is not clearly less complex than a form like cat+s.

We might also think of strong verb forms like spoke, as compared with look+ed. Here,
however, it would be a mistake to view spoke as having fewer morphemes than look+ed.
Rather, there is some operation, perhaps mostly lexical, for creating or selecting strong
verb forms when available. Presumably, this would add to the complexity of spoke.

To find a case without these alternative analyses, we turn to Welsh plurals. Welsh has
a number of ways of forming plurals. For example:

(17)  Singular Plural
ysgol [8sgol] ‘school’ ysgolion [asg3ljon]
cyfarfod [K"svarvod] ‘meeting’  cyfarfodydd  [k"svarv3did]
cynllun [k*3ndin] ‘plan’ cynlluniau [k*antinjauy]
problem [p"rsblem]  ‘problem’  problemau [p"roblémary]
panel [p"anel] ‘panel’ paneli [p"anéli]
pwnc [p"6nk] ‘subject”  pynciau [p"3nktjauy]
angen [anen] ‘need’ anghenion [aphénjon]
gorchymyn  [gorxdmin]  ‘order’ gorchmynion  [gorymdnjon]
alarch [alary] ‘swan’ elyrch [liry]
castell [k"asted] ‘castle’ cestyll [kréstid]

Note that there are different suffixes and stem changes.

There is another class of nouns, however, where it is the singular that is marked rather
than the plural. The singular is always marked with either -yn in the masculine gender
or -en in the feminine gender. For example:
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Singular
mochyn
blewyn
morgrugyn
marworyn
eginyn
mefusen
coeden
derwen
madarchen
moronen

morgrigin|
marwdrin]

madaryen]

8 Morphological

‘ant’

‘ember’

] ,
sprout

3 5
strawberry
o

tree

‘oak’

c ,
mushroom
‘carrot

complexity and Input Optimization

Plural

moch [m3y]
blew [bléw]
morgrug [mdrgrig]
marwor  [méarwor]
egin [égm]
mefus [mévis]
coed [k"owd]
derw [déru]
madarch  [madary]
moron [m3ron]

There are some blended cases as well, where nouns marked for the singular co-occur
with stem changes or take plural suffixes as well. For example:

(19)  Singular Plural

merlyn [mérlin] ‘pony’  merlod [mérlod]
oedolyn [owd3lin] ‘adult’ oedolion  [ouyd3ljon]
taten [that"en] ‘potato’  tatws [that"ss]
(a)deryn [(a)dérin] ‘bird’ adar [adar]
gwreiddyn [gwréjdin] ‘root’ gwraidd  [gwrajo]
deilen [déjlen] ‘leaf’ dail [dajl]
hwyaden [hujaden]  ‘duck’ hwyaid [hujajd]
cneuen [k"néugen]  ‘nut’ cnau [k"nduy]

The existence of the pairs where the singular is marked instead of the plural allows us
to test the number of morphemes prediction without the problems of the English cases
above.2 On one hand, we take nouns which mark the plural with -(i)au, the most frequent
plural suffix, and no associated stem changes. On the other, we take nouns which mark
the singular with -en or -yn, and no associated stem changes or plural marking. In other
words: problem/problemau, etc. vs. coeden/coed, etc. What we’re interested in is whether
there is a difference in the relative frequency of singular and plural forms in the two
classes as a function of whether the form has an extra morpheme. Since we have both
types of marking in Welsh, we can do this independent of the relative frequency of
singulars and plurals in the language.

Individual lexical items have different frequencies of occurrence, so we must equalize
for this. We therefore take the ratio of singular to plural as a measure of the relative
frequency of singular and plural. Since this is a ratio, it abstracts away from the overall
frequency of each pair.

2 One might counter that it’s possible to treat these as instances of subtractive morphology. There are two
arguments against this. First, the singulatives are always marked with the suffixes -yn or -en (depending
on gender). Second, there are cases where nouns end in these phonetic sequences where they are not suf-
fixes. In these cases, normal plural formation occurs. For example: emyn/emynau ‘hymn’, terfyn/terfynau
‘boundary’, ffenomen/ffenomenau ‘phenomenon’, awen/awenau ‘inspiration, muse’, etc.
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For this investigation, we use the CEG corpus (Ellis et al. 2001). This is a tagged written
corpus of 1223501 words. For each word form, it also includes lemmas, so it is possible
to determine singular—plural pairs fairly easily. In this corpus, we find 885 distinct pairs
where the plural is marked with -(i)au and 41 distinct pairs where the singular is marked
with -en or -yn. (As above, in both cases, we exclude pairs where stem changes are
involved.)

When the plural is marked, the ratio of singulars to plurals is 11.08; when the singular
is marked, the ratio is 1.26. Singulars greatly outnumber plurals that are marked, but
singulars occur far less frequently when they are marked instead. This difference is
significant: £(920.287) = —8.267, p < .001. This is consistent with the hypothesis that
forms with more morphemes are more complex.

6 Marked morphological operations

Let’s now consider the question of whether more marked morphological operations are
under-represented. If they are, this would be consistent with Anderson’s typology and
Input Optimization.

To test this, let’s look at the distribution of plurals in English using the tagged Brown
corpus (Kucera & Francis 1967). The Brown corpus is a fairly old written corpus of 928181
words. The advantage of using it here is that it is tagged, so identification of singular and
plural nouns is relatively easy, and it is widely used and available.

Focusing on plural nouns, we can separate them into regular plurals marked with -s
vs. other plural forms, e.g. men, stigmata, radii, oxen, etc. When we pair these up with
their respective singular forms, we get the following overall counts:

(20)  Type PL tokens Sg.tokens Pairs/types
-S 46083 111904 4266
Irregular 2891 2517 79

Overall, there are far more regular than irregular forms, but this is, of course, to be
expected by the very definition of “irregular”. It is, however, also consistent with Input
Optimization. The complexity of a system can be enhanced by limiting the number of
forms that exhibit marked properties. It can also be enhanced by limiting the distribution
of forms that do have those properties.

Is there a difference in the likelihood of a plural form given its regularity? If irreg-
ular forms are more complex, then we would expect their use to be statistically under-
represented because of Input Optimization. To test this, we calculate the ratio of singular
to plural tokens for each noun pair. This ratio allows us to examine the relative distri-
bution of singular and plural forms, abstracting away from the overall frequency of any
specific lexical item. The difference is plotted in Figure 1.

Strikingly, the difference goes in the wrong difference here: irregular plurals are more
frequent relative to their singular forms than regular -s plurals with respect to their
singular forms. This difference is significant: £(90.318) = 3.151, p = 0.002.
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Figure 1: Singular-to-plural ratios for regular and irregular plurals in English

We conclude that the distribution of irregular plurals is ambiguous. In terms of relative
frequency of singulars and plurals, the distribution goes in the wrong direction. In terms
of overall distribution, however, it goes in the right direction. There are 2891 instances of
irregular plurals in Brown and 46083 instances of regular plurals. If we were to assume
that both types were equally likely, the difference is certainly significant: X?(4344, N =
48974) = 425346.797, p < .001.

7 Zero marking

Let’s now turn to zero marking. The claim is that zero marking is more complex and
therefore the prediction is that zero marking should be under-represented.

We examine this with respect to plurals in English in the Brown corpus. Zero-marked
plurals in English includes examples like: deer, aircraft, buffalo, etc. The difference in
ratios between regular plurals in -s and zero plurals is shown in Figure 2.
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Figure 2: Singular-to-plural ratios for regular and zero plurals in English

Zero-marked plurals are far more frequent—relatively speaking—than regular plu-
rals. Unfortunately, the variance is quite high—there is a lot of variation within each
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category—and though the mean difference is large, it is not significant: #(19.002) =
—1.416, p = 0.173. As with the irregular plurals, however, the absolute difference is
significant. There are 184 instances of zero plurals in Brown and 46083 instances of reg-
ular plurals. If we were to assume that both types were equally likely, the difference is
certainly significant: X?(4285, N = 46267) = 311130.115, p < .001. Again then, though
the relative count is not significant, the absolute count goes in the right direction.

8 Summary

Our goal here has been to test the dimensions of morphological complexity proposed
in Anderson (2015) with the theory of Input Optimization. As reviewed above, Input
Optimization maintains that grammatical complexity, as assessed through constraint
violation, is minimized at the input level of the grammar. Specifically, we should see
under-representation of more marked morphological structures.

We picked out several dimensions of morphological complexity to examine, some of
which have already been treated with respect to Input Optimization. The following list
is repeated from Section 3 and annotated to reflect our results.

(21) 1 Words should have fewer morphemes. This is borne out by the distribution of
marked plurals and marked singulars in Welsh.

2 Haplology should be avoided. (This has already been established by Ham-
mond 2016.)

3 More marked morphological operations (per the hierarchy above) should be
avoided. This was tested with respect to English plurals and is borne out in an
absolute comparison, but not in a relative comparison.

4 Morphophonology should be avoided. (This has already been established by
Hammond 2013.)

5 Ablaut, umlaut, truncation, etc. should be avoided. (This is essentially the
same as #3 above.)

6 Zero-marking should be avoided. This was tested with respect to English plu-
rals and is borne out in an absolute comparison, but not in a relative comparison.

First, all else being equal, we expect forms with more morphemes to be dispreferred
to forms with fewer morphemes. We saw that this was borne out in a comparison of
singular—plural pairs in Welsh where in some cases the singular has an extra morpheme
and in others the plural has an extra morpheme.

Second, we predict that morphological haplology should be under-represented. This
was established in previous work with respect to the English genitive plural and adjec-
tives in -ly.

Third, more marked morphological operations should be under-represented with re-
spect to less marked morphological constructions. We saw an overall effect here with
English irregular noun plurals. We also saw that the relative distribution of plurals with
respect to singulars went in the opposite direction.
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Fourth, we predict that morphophonology should be avoided. This was established in
previous work with respect to morphophonology associated with English past -ed and
plural -s.

The fifth point is the same as the third.

Finally, zero-marking should be under-represented. We saw an overall effect here with
English zero-marked noun plurals. We also saw that the relative distribution of plurals
with respect to singulars went in the opposite direction.

We conclude that the parameters of complexity developed in Anderson (2015) tested
here and in previous work are correct.

We have seen that there is some divergence in the absolute and relative representation
of plural marking, but we leave investigation of that for future work.
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In this paper we address an unusual pattern of multiple exponence in Lusoga, a Bantu lan-
guage spoken in Uganda, which bears on the questions of whether affix order is reducible
to syntactic structure, whether derivation is always ordered before inflection, and what mo-
tivates multiple exponence in the first place. In Lusoga, both derivational and inflectional
categories may be multiply exponed. The trigger of multiple exponence is the reciprocal
suffix, which optionally triggers the doubling both of preceding derivational suffixes and
of following inflectional suffixes. In these cases, each of the doubled affixes appear both
before (closer to the root) and after the reciprocal. We attribute this pattern to restructuring,
arguing that the inherited Bantu stem consisting of a root + suffixes has been reanalyzed as
a compound-like structure with two internal constituents, the second headed by the recip-

rocal morpheme, each potentially undergoing parallel derivation and inflection.

1 Introduction

Among the most important contributions of Steve Anderson’s realizational approach
to morphology have been his early insistence that morphology is not reducible to syn-
tax, his argument that formal theoretical models of morphology need to take different
approaches to derivation and inflection (“split morphology”), his development of mor-
phological rule ordering as the mechanism of ordering affixes, and his postulation that
redundant (inflectional) morphological exponence is actively avoided by grammars. Ac-
cording to Anderson (1992), derivational morphology takes place in the lexicon, while
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inflectional morphology takes place in the syntax. Inflectional morphology is realized by
the application of ordered rules which spell out features supplied by syntactic principles
such as agreement. The best evidence that the ordering of inflectional affixes cannot sim-
ply be read off of syntactic structure comes from morphotactics which have no analogue
or simple justification in syntax.

In this paper we address some rather unusual facts from Lusoga, a Bantu language
spoken in Uganda, which bear on the questions of whether affix order is reducible to
syntactic structure, and whether derivation is always ordered before inflection, particu-
larly as concerns multiple exponence. In §2 we introduce the Bantu verb stem and briefly
summarize what has been said about the ordering of derivational suffixes within it. After
reviewing the findings that much of this ordering is strictly morphotactic, not following
from syntactic scope or semantic compositionality, in §3 we discuss multiple exponence
among the Lusoga derivational verb extensions. In §4 we then turn to the original con-
tribution of Lusoga, which shows multiple exponence of inflectional agreement as well
as unexpected intermingling of inflectional and derivational affixation. We present our
analysis in §5 and conclude with a few final thoughts in §6.

2 The Bantu verb stem

Most overviews of the Bantu verb stem assume a structure with an obligatory verb root
followed by possible derivational suffixes (“extensions”), and ending with an inflectional
final vowel (FV) morpheme. As shown in (1), the verb stem may in turn be preceded by
a string of inflectional prefixes to form a word:

1) word
inflectional prefixes stem

subject-TAM-object-etc.

root-extensions-FV

While this structure has been reconstructed for Proto-Bantu (Meeussen 1967), there is
much variation on how the different derivational “verb extensions” are ordered. As
shown in Hyman (2003b), most Bantu languages show at least a tendency to favor the
“CARP” template in (2), for which we give reflexes in several Bantu languages:

(2) C(ausative) A(pplicative) R(eciprocal) P(assive)
Shona -is- -il- -an- -w-
Makua -ih- -il- -an- -iw-
Chichewa -its- -ir- -an- -idw-
Lusoga -is- -ir- -agan- -(ib)w-
Proto-Bantu *-1C- *-1d- *-an- *-1C-v5-

The arguments for recognizing the CARP template include the following:
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(i) Certain pairs of co-occurring suffixes must appear in a fixed surface order. This
is true of the causative + applicative (CA), which can co-occur only in this order, inde-
pendent of their relative scope. Compare the following two examples from Chichewa,
in which applicative -ir- introduces an instrument (Hyman & Mchombo 1992; Hyman
2003b). Scope (schematized on the right) varies across the two examples, but surface
order is the same:

(3) a. applicativized causative:
lil-its-ir- ‘cause to cry with’ [ [ cry | -cause-with ]

b. causativized applicative:
takas-its-ir-  ‘cause to stir with’ [ [ stir-with ] -cause ]

(ii) Non-templatic orders which are driven by scope can occur with certain sets of suf-
fixes, but are typically limited and show a “compositional asymmetry”: The a-templatic
order is restricted to the reading in which the surface order corresponds to relative scope,
while the templatic order can be interpreted with either possible scope relations (e.g. re-
ciprocalized causative, causativized reciprocal). The two orders of causative and recipro-
cal (CR, RC) illustrate this property in (4), again from Chichewa:

(4) a. templatic CR:
mang-its-an-  ‘cause each other to tie’ [ [ tie ] -cause-e.o. ]
‘cause to tie each other’ [ [ tie-e.o. ] -cause ]
b. a-templatic RC:
mang-an-its-  ‘cause to tie each other’ [ [ tie-e.o. ] -cause ]
*‘cause each other to tie’

As seen in (4a), the templatic CR order allows either scope interpretation, while the a-
templatic RC order in (4b) can only be used to express a causativized reciprocal. The same
facts are observed in cases where the a-templatic order of applicative and reciprocal is
reinforced by an A-B-A “copied” sequence:

(5) a. templatic AR:
mang-ir-an- ‘tie (sth.) for each other’ [ [ tie ] -for-e.o. ]
‘tie each other for (s.0.)’ [[ tie-e.o. ] -for ]
b. a-templatic RAR:
mang-an-ir-an-  ‘tie each other for (s.0.)’ [ [ tie-e.o. ] -for ]
*‘tie (sth.) for each other’

Again, as seen in (5a), the templatic AR order can have either scope (reciprocalized
applicative, applicativized reciprocal), while in (5b) the a-templatic (RA) + copy (R) se-
quence can only be compositional, hence an applicativized reciprocal. (We will see such
A-B-A sequences in Lusoga in §3.)

(iii) A third argument for CARP is that at least one language, Chimwiini, allows only
this order, whereas no Bantu language allows verb extensions to be freely ordered by
scope. Thus, Abasheikh (1978: 28) writes:
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“In Chimwi:ni, unlike some other Bantu languages, the order of the extensions is
restricted. The following ordering of the extensions mentioned above is as follows:
- Verb Stem - Causative - Applied - Reciprocal - Passive. It is not possible to put
these extensions in any other order”

Other than stative -ik-, which is more restricted in its co-occurrence with other suffixes,
the above summarizes the general picture for the productive extensions which are in-
volved in valence. Even given the occasional variations, e.g. Kitharaka (Muriungi 2003),
which reverses the applicative and reciprocal, hence the order CRAP, the evidence points
unequivocally to the fact that extension order is determined primarily by template.

The importance of templaticity is also seen from the existence of one other valence-
related suffix, the short causative -i- (I) which typically occurs between the reciprocal and
passive, hence CARIP (see also Bastin 1986, Good 2005). Although both *-rc- (> -Is-, -is-)
and *-i- were present in Proto-Bantu, *-rc- occurred only in combination with *-i-, hence
*-1c-i- (cf. Bastin (1986). However, as summarized in (6), the current distribution of the
two extensions (as well as the productivity of -i-) varies considerably across different
Bantu languages (Hyman 2003b: 261):

(6) a. -is-i- and -i- : Kinande, Luganda, Lusoga
b. -is- only : Chichewa, Shona, Zulu
c.  -i- only (or almost only) : Nyamwezi, Nyakyusa

The fact that -is- is the linearly first extension and -i- a quite later extension in CARIP, for
reasons not motivated by scope, presents one more reason to accept a templatic, rather
than compositional approach to Bantu verb extensions. However, this conclusion is not
without interesting complications. As shown in such studies as Hyman (1994; 2003a)
and Downing (2005), -i- frequently produces frication of a preceding consonant (a.k.a.
Bantu spirantization) with potential multiple (cyclic) effects, as seen from the following
examples in which -i- co-occurs with the (non-fricativizing) applicative -il- suffix in (7)
from Cibemba:

(7) lub- ‘be lost’ lil- ‘cry’ UR
lub-i- ‘lose’ lil-i- ‘make cry’ Morphology (1)
luf-i- lis-i- Phonology
luf-il-i-  ‘lose for/at’ lis-il-i-  ‘make cry for/at” Morphology (A)
luf-is-i- lis-is-i- Phonology

In both outputs, the applicative and short causative exhibit the expected surface Al
order. However, the frication of lub- ‘be lost’ and [lil- ‘cry’ to luf- and lis- suggests that at
some level of representation, -i- is root adjacent. Hyman (1994) adopts the above cyclic
analysis in which morphology and phonology are interleaved (see e.g. Kiparsky 1982):
-i- combines with the root on the first morphological cycle, triggering a phonological
application of frication on the root. When the applicative is added on the next cycle of
morphology, it is “interfixed” between the root and the short causative, in conformity
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with the Al order required by the CARIP template. This example illustrates the surface
nature of the template.

Although it is not part of the CARIP template of valence-changing derivational suf-
fixes, the “final vowel” (FV) inflectional ending position is also templatic in that it is
required in most Bantu languages. The set of suffixes that may appear in the FV position
includes past tense *-1-, subjunctive *-¢, and (in most other contexts) default *-a. The -¢
portion of perfective *-il-e, which we will encounter in §4, is also in this slot, even as
the -il- portion is sometimes considered to be part of the extension system. The custom-
ary reason for assuming bimorphemic *-il-¢ is that the short causative (I) and passive
(P) occur between the two parts, hence *-il-i-¢ and *-il-u-¢ (Bastin 1983). If we assumed
that *-il-¢ was monomorphemic, we would have to assume some kind of exfixation or
metathesis of the causative and passive with the [il] portion of -ile. There is a second
argument from Lusoga (and Luganda): Whenever causative -i- or passive -u- is present,
the FV of the perfective complex is -a (see (9) and note 5 below). We assume that -il-
occurs in the template ordered before -I-P- with the function of perfectivizing the ex-
tended derivational base so it can accept -¢ or -a (cf. §4).) With this established, we are
ready to go on to the issues that arise in Lusoga.

3 Lusoga verb extensions

As mentioned above, Lusoga is spoken in Uganda and is the Bantu language most closely
related to Luganda. The data cited in this study were contributed by Fr. Fred Jenga, a
native speaker from Wairaka (Jinja District).

3.1 Long and Short Causatives

Lusoga exhibits the CARIP template discussed above, where C refers to the long causat-
ive -is- and I refers to the short causative extension -i-. In fact, Lusoga uses both -is-i- and
-i- productively and often interchangeably, to express both causation and instrumentals:
-lim-is-i-, -lim-i- ‘cause to cultivate, cultivate with (sth.)’. As indicated, -is- cannot occur
without -i-, while the reverse is possible. The two causative morphs are quite consistent
in their CARIP templatic ordering with respect to the applicative, namely, -is-il-i- (CAI),
-il-i- (AI), which are realized as -is-iz- and -iz- by the following processes:

(8) ‘make cultivate for/at’
lim-is-il-i-a  lim-il-i-a  UR
lim-is-iz-i-a  lim-iz-i-a  frication
lim-is-iz-y-a  lim-iz-y-a  gliding
lim-is-iz-a lim-iz-a glide-absorption
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3.2 Reciprocal + Short Causative

Challenges to the CARIP template arise with the reciprocal suffix, which in Lusoga has
the long reflex -agan- of Proto-Bantu *-an-.! In the next few subsections we will consider
how the reciprocal combines with its fellow extensions in the CARIP template, including
both ordering flexibility as well as affix doubling.

We begin with the short causative, -i-- When used alone, without the long causative,
we observe flexible ordering possibilities, well beyond what would be expected from the
CARIP template. In these and subsequent examples, a left bracket indicates the boundary
between inflectional prefixes and the beginning of the verb stem:

(9) ‘they make each other sew’
a. ba-[tuung-agan-y-4 /tuung-agan-i-a/  RI
b. ba-[tulnz-4gin-4 /tuung-i-agan-a/ IR
c. ba-[tuunz-agan-y-4 /tlung-i-agan-i-a/ IRI

In none of (9a-c) does the short causative -i- surface as a vowel. Nonetheless, its presence
is clearly felt. In (9a) it glides, preceding a following vowel; in (9b) and (9c) it spirantizes
the final /g/ of /-tiung-/ ‘sew’ to [z] by a general process in the language, and is otherwise
deleted before the following vowel (of the reciprocal). The reciprocal suffix -agan- does
not trigger compensatory lengthening when vowels glide or delete before it, as also seen
in the examples with root-final vowels immediately followed by -agan-, below:

(10) a. ba-[mw-agan-4 ‘they shave each other’ /-mo-/ ‘shave’
b. ba-[ty-agan-a ‘they fear each other’ /-ti-/ ‘fear’

Note that (9c) appears to exhibit two instances of the short causative: root spirantization
indicates a following short causative, and the glide following the reciprocal also indicates
a following short causative. These two surface reflexes of the short causative could result
from input suffix doubling, something that is attested elsewhere in Lusoga, as shown in
the UR given for (9c). Alternatively, the double reflex of the short causative could be the
result of a-templatic IR order, in which the single short causative spirantizes the root
and then the reciprocal is interfixed inside of it, an analysis Hyman has supported for
Chibemba (7). On this account, short causative doubling (IRI) is illusory. We leave open
for now whether the IRI ordering is required; what is clear is that both RI and IR are
possible.

3.3 Reciprocal + Long Causative

We turn next to the long causative -is-, which, as we have seen, must co-occur with the
short causative -i-. The most common realization when reciprocal and long causative

! While it is marginally possible for the reciprocal and passive to co-occur in some Bantu languages, typically
with an impersonal subject, e.g. Ndebele kw-a-sik-w-an-a ~ kw-a-sik-an-w-a ‘there was stabbing [stabbed]
of each other’ (Sibanda 2004: 66), we have thus far not been able to get the two to co-occur in Lusoga and
will therefore ignore the passive extension in what follows.
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are both present is for -agan- to appear between -is- and -i-, as in (11a), exhibiting the
CRI order expected given the CARIP template. However, two other surface realizations
are also possible:?

(11) ‘they make each other sew’
a. ba-[tuung-is-agan-y-4 /tuung-is-agan-i-a/ CRI
b. ba-[tuung-is-agan-a /tuung-is-i-agan-a/ CIR
c. ba-[tuung-agan-is-a /tuung-agan-is-i-a/ RCI

In (11b), -agan- follows -is-i- (CIR). In (11c) -agan- precedes -is-i- (RCI). This variation re-
veals the same freedom with respect to the ordering of the long causative and reciprocal
extensions that we observed in §?? with respect to the ordering of the short causative
and reciprocal extensions.

Note that for phonological reasons, it is impossible to distinguish between the inputs
-is- and -is-i- before -agan-. The reason is that, sandwiched between long causative -is-
and following vowel-initial -agan-, short causative -i- would glide to -y- and then get
absorbed into the preceding [s], without leaving a trace. As was seen in (10), compen-
satory lengthening is not expected before -agan-. However, it can be detected between
-i- and a FV when an enclitic such as locative class 17 =ko ‘on it, a little’ is added:

(12) ‘they make each other sew a little’
a. ba-[thung-is-4gan-y-4a =ko  /tuung-is-i-agan-i-a =ko/  CIRI + encl
b. ba-[tuung-is-agan-a =ko /thung-is-i-agan-a =ko/  CIR + encl
c. ba-[tuung-agan-is-aa =ko /thuing-agan-is-i-a =ko/  RCI + encl

In (12a), the final length on -aa can be directly attributed to the gliding of the preceding
-i-, since there is a surface [y], as can be the final length in (12c), where the glide has
been absorbed into the preceding [s]. Although (12b) does not show a surface reflex of
the internal -i-, we continue to assume that -is- must be accompanied by -i-, as also
reconstructed for Proto-Bantu (Bastin 1986).

While there are three possible realizations when reciprocal -agan- combines with the
long and short causative suffixes, the preferred surface orders are IRI in (9¢), and CRI,
in (11a). RI and CRI are of course predicted straightforwardly from CARIP, while the
IR of IRI is not. Both early placement of C (-is-) in the CARIP template and the early
realization of the first -i- of the hypothesized a-templatic IRI ordering discussed in this
section are consistent with a generalization that Hyman (2003b: 272) has characterized
as “causativize first!”: Both -is- and -i- are spelled out early, but later affixation may
result in two surface reflexes of -i-, either because of interfixation of subsequently added
extension suffixes or because of outright morphological -i- doubling of the kind seen in
the Chichewa RAR case illustrated in (5b).

2 Since Lusoga has a /L/ vs. @ tone system (Hyman 2016), only L(ow) vowels are marked with a grave accent
in underlying forms. Vowels without an accent receive their surface tones by specific rules. H(igh) tone is
marked with an acute in output forms.
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3.4 Reciprocal + Applicative

The CARIP template is complicated further by the behavior of the applicative, repre-
sented by “A” in CARIP. In all three of the following examples, the transitive verb kab-
‘beat’ is both reciprocalized ‘beat each other’ and applicativized. Applicative -ir- licenses
a locative argument, expressed by the enclitic =wd ‘where’. Here again we observe alter-
native affix orders:

(13) ‘where do they beat each other?’
a. ba-[kub-ir-agan-a4 =wa AR
b. ba-[kub-agan-ir-a =wa RA
c. ba-[kub-ir-agan-ir-a =wa ARA

(13a) represents the expected AR order of CARIP, while the RA order of (13b) represents
an order which is closer to the compositional interpretation of the resulting verb. In
(13c) -ir-agan-ir- has both the AR and RA orders. The variation between AR, RA and
ARA orders represents a competition between the demand of the CARIP template for
one order and the requirement for affixes to appear in a surface order that reflects their
relative scope. The AR order (13a) is templatic; the RA order in (13b) is a scope-based or
compositional override. As suggested by Hyman (2003b), ABA affix doubling can thus be
interpreted as a means of satisfying both template and compositionality considerations;
if the template wants AR and scope wants RA, then ARA, in some manner, satisfies both.3

An illustrative pair of examples is presented in (14), based on the transitive verb bal-
‘count’, which is reciprocalized and applicativized. In this instance, applicative -ir- li-
censes a benefactive object:

(14) a. ba-bi-[béal-ir-4gan-4 AR ‘they count them [inanimate class 8] for each
other’
b. ba-tu-[bal-ir-4gan-4 AR ‘they [animate] count each other for us’ ~
‘they count us for each other’

By varying the animacy of the object pronouns in (14), it is possible to bias the scope
interpretation of reciprocal and applicative in opposite directions. In (14a) the object pre-
fix -bi- ‘them’ (class 8) represents an inanimate object such as ébitabo ‘books’ or ébikopo
‘cups’, hence animate ‘each other’ (referring back to ba- ‘they’) claims the benefactive
role over inanimate -bi- ‘them’. In this sentence the AR order -ir-agan- satisfies both the
CARIP template and scope: [[count them] for each other]. In (14b), animate first person
object -tu- ‘us’ preferentially claims the benefactive role over third person -agan-, again

3 The questions in (13) unambiguously ask where the action took place and could therefore be answered “in
Jinga” or “in the house”. The absence of the applicative in the corresponding question bd-[kib-agan-a =wd
‘where do they beat each other?’ more narrowly asks what spot or area of the body was hit. An appropriate
answer would therefore be “on the head”. Finally, the double reflex of applicative -ir- of ARA -ir-agan-ir-
in (13c) is reminiscent of the double reflex of RAR -an-ir-an- in Chichewa in (5c): the sequence -ir-agan-
is licensed by CARIP, while -agan-ir- represents the scope override. Concerning ABA suffix ordering, one
might note that Lusoga (13c) violates Hyman’s 2003 generalization, observable in Chichewa (5c), that AB
always reflects the scope, while BA is templatic.
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referring back to ba- ‘they’. The -ir-agan- order in this sentence is also templatic, but
this time need not reflect scope: Although the preferred interpretation is [[count each
other] for us], the other scope ([[count us] for each other]) is also possible, though prag-
matically less likely. It is thus not surprising that the two alternatives are also possible
in (15) with the same meaning:

(15) ‘they [animate] count each other for us’
a. ba-tu-[bal-agan-ir-a RA
b. ba-tu-[bal-ir-Agan-ir-4 ARA

Parallel to (12b,c), (15a) is a scope override, while -ir-agan-ir- satisfies both CARIP and
scope in (15b). What is surprising is that the same possibilities are at least marginally
acceptable in (16), both sentences having the same meaning.

(16) ‘they count them [inanimate cl. 8] for each other’
a. ba-bi-[bal-agan-ir-a RA
b. ??ba-bi-[bal-ir-a4gan-ir-4 ARA

As in (15a,b), the RA sequence occurs perfectly well in (16a), while the doubled RAR
sequence in (16b) was judged as sounding “Lugandish,” perhaps OK to use, but seems
a little funny, “like a foreigner learning Lusoga” While we have an explanation for the
variation in (13b,c) and (15a,b), neither CARIP nor scope predicts that (16a,b) should be
possible. We thus arrive at a major divergence from the template + scope approach that
accounts for the variations considered above in Lusoga, as well as Chichewa, Chibemba,
and other Bantu languages. We now address why this may be so in the next section.

4 Inflectional FV suffixes in Lusoga

In §3 we were largely able to account for surface variations in verb extension order in
Lusoga by appealing to a tradeoff between the CARIP template and scope considerations:
While the templatic CARIP is always available and represents the default order of affixes,
conflicting orders may be licensed by scope, and template-scope interactions can even
result in ABA sequences. The one major exception concerns cases of atemplatic (A)RA
-(ir)-agan-ir-, in which a-templatic RA -agan-ir- cannot be said to be a compositional
override. In this section we show that this unexpected ordering likely owes its existence
to an optional restructuring of reciprocal -agan-.

To illuminate this hypothesis, we now turn to the interaction of reciprocal -agan- with
the set of complementary inflectional “final vowel” (FV) suffixes. Every verb must end in
one of these. While most verbs end in the default FV -a, specific TAM categories require
one of two other finals, the FV -e or the FV complex -ir-e, which have the following
distributions:
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(17) a. “irrealis” -e  :hortative/subjunctive, affirmative imperative singular
with an object prefix, affirmative imperative plural,
negative near future (F1)

b. “perfective” -ir-e : perfect/today past (P1), yesterday past (P2)
c. “default” -a  :elsewhere

As summarized in (17a) and exemplified in (18), what unifies the uses of -e is its use in a
subset of irrealis constructions:

(18) a. bi-[bal-¢  ‘count them! (singular imperative with an object
prefix; cf. bal-a ‘count!’)
b. mu-[bal-¢  ‘count (pl.)!’ (plural imperative)
c. tu-[bal-¢  ‘let’s count!’ (hortative/subjunctive)

d. ti-ba-4-[bal-¢ ‘they will not count’ (negative near future F1)

As per the general Bantu stem structure in (1), the FV follows the verb extensions, e.g.
applicative -ir- in (19).

(19) a. bi-tu-[bal-ir-¢  ‘count them for us!’
b mu-tu-[bal-ir-¢  ‘count (pl.) for us!’
c. tu-ba-[bal-ir-¢  ‘let’s count for them!’
d. ti-ba-a-ta-[bal-ir-é ‘they will not count for us’

However, two options are attested when the extension is -agan-:

(20) a. mu-[bal-4gan-é  ‘count each other!’
tu-[bal-4gan-é  ‘let’s count each other!’
ti-ba-a-[bal-agan-é  ‘they will not count each other’
b. mu-[bal-é-gan-é  ‘count (pl.) each other!’
tu-[bal-é-gan-é ‘let’s count each other!’
ti-ba-a-[bal-é-gan-é ‘they will not count each other’

The expected forms are in (20a), where reciprocal -agan- is followed by FV -e. Surpris-
ingly, the alternatives in (20b) show the FV -e occurring both before and after the recip-
rocal. In these forms we have segmented off the first FV as -e-, which means that the
reciprocal allomorph is -gan- in this context. The alternative would be to recognize a re-
ciprocal allomorph -egan- which is used whenever there is an upcoming FV -e.* We will
see in the discussion of perfective -ir-e below that the first -e- is correctly interpreted as
a copy agreeing with the final -e.
The same variation obtains when the applicative suffix is present:

4 It is important to note that -e-gan- cannot be used if the FV is -a: o-kit-[bal-Ggan-a ‘to count each other’,
ba-[bal-agan-a ‘they count each other’ vs. *0-kii-[bal-é-gan-a, *ba-[bal-é-gan-a.
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(21) a. mu-bi-[bal-ir-agan-é  ‘count (pl.) them for each other!’

tu-bi-[bal-ir-agan-é  ‘let’s count them for each other!’
ti-ba-4-bi-[bal-ir-agan-é  ‘they will not count them for each other’

b. mu-bi-[bal-ir-¢-gan-é  ‘count (pl.) them for each other!’

tu-bi-[bal-ir-é-gan-é  ‘let’s count them for each other!’
ti-ba-a-bi-[bal-ir-é-gan-é  ‘they will not count them for each other’

In (21), the applicative -ir- precedes the reciprocal, showing the AR order predicted by
the CARIP template, but the presence of the FV between the two in the forms in (21b) is
highly unusual from a Bantu point of view.

Exactly the same phenomenon of FV doubling occurs with the perfective -ir-e FV
complex. As in Luganda, Lusoga -ir-e has several allomorphs. These are presented in
(22) in the form they take prior to the application of phonological rules:®

(22) a. -ir-e :after a CV- verb root
b. -i-...-e : when fused (“imbricated”) into a longer verb base
c. -i-e : after a labial consonant and /n/
d -i-e : after a fricated consonant [s] or [z], where -i- >y — @

The above four allomorphs are illustrated in the perfect/today past (P1) tense below:

(23) a. /tu-[ti-ir-e/ —  tu-[ti-ir-é ‘we feared’
b. /tu-[tomer-i-e/ —  tu-[tdmeéir-é ‘we ran into (s.o./sth.)’
c. /tu-[tum-i-e/ —  to-[tim-y-é  ‘we sent’
d. /tu-[bal-i-e/ —  tu-[baz-é ‘we counted’

In (23a), the /-ir-e/ allomorph is realized after the CV verb /-ti-/ ‘fear’. In (23b), longer
verb bases that end in a coronal consonant undergo imbrication whereby -i- metathesizes
with the consonant. We will see in further examples that the reciprocal -agan- extension
also undergoes imbrication to become -again-e. In (23c), the /-i-/ of /-i-e/ glides to [y].° In
(23d), -i- fricates the preceding /1/ to [z], yielding the same derivation as in (??): /-bal-i-e/
— baz-i-e — baz-y-e — baz-e, the [y] being absorbed into the preceding fricative.

We will now illustrate each of the above allomorphs of -ir-e in (23) as they are realized
with the reciprocal extension. We start with the reciprocalized version of (23b), which
exhibits the imbricating -i-e perfective FV allomorph. The historically conservative vari-
ant, in which the root is followed directly by the reciprocal suffix and then the -i-e FV, is

5> As was discussed at the end of §2 with respect to Proto-Bantu, we represent -ir-e as bimorphemic. In (22)
we omit the passive and causative forms that occur with final -a, thereby providing even more allomorphs,
e.g. the perfective of the lexicalized passive verb /-liim-u-/ ‘be in pain’ is tu-[liim-iir-w-d ‘s/he was in pain’,
while the perfect of the lexicalized causative verb /~tém-i-/ ‘blink’ is tu-[tém-iiz-a ‘we blinked’, where r — z
is triggered by the causative suffix /-i-/. Both occur with a long -iir- morph followed by -a. As seen in these
examples, the fact that -a is used with passive -u- and causative -i- provides additional evidence that -ir-
is a separate morpheme from -e or -a.

The following -e actually lengthens, but then is shortened by a rule of final vowel shortening (FVS), which

=N

converts d-lim-y-éé to d-lim-y-é. Thus compare the long vowel in a-[ lim—y—j éé =ko which is realized when
an enclitic follows. (l indicates a downstepped high tone).
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shown in (24a). However, the preferred alternative is (24b), in which the perfective -i-e
appears, imbricated, both immediately following the root AND immediately following
the reciprocal. URs showing both a single and a doubled FV complex are provided for
each form:

(24) ‘we ran into each other’
a. /tu-[tomer-agan-i-e/ tu-[tomer-again-é
b. /tu-[tomer-i-e-agan-i-e/  tu-[tomeéir-e-gain-é

A parallel situation obtains in (25), which corresponds to (23c):

(25) ‘we sent each other’
a. /tu-[tum-agan-i-e/ tu-[tum-again-¢é
b. /tu-[tum-i-e-agan-i-e/ tu-[tum-y-e-gain-é

Example (26), based on (23d), shows similar facts, the main difference being the frication
triggered by causative -i- on the verb root -bal- ‘count’:

(26) ‘we counted each other’
a. /tu-[bal-agan-i-e/ tu-[bal-again-é
b. /tu-[bal-i-e-gan-i-e/ tu-[baz-¢-gain-é

Finally, in (27), we see a reciprocalized version of the root in (23a), which, on its own,
would take the -ir-e FV allomorph. The historical variant is shown in (27a), but the
preferred variant, with doubled FV, is given in (27b):

(27) ‘we feared each other’
a. /tu-[ti-agan-i-e/ tu-ty-again-é
b. /tu-[ti-ir-e-gan-i-e/ tu-ti-ir-é-gain-¢é

As before there are two instances of the perfective in (27b), vs. one in (27a). In this case
of doubling, however, the allomorphy of the perfective is different in the two copies. The
first copy of the FV follows a CV root and assumes the expected -ir-e form; the second
copy, following the longer -agan-, assumes the imbricating -i-e form. The fact that the
allomorphs are different suggests that the two copies are generated independently.

In sum, both the irrealis -e FV and the perfective FV allomorphs can appear once in a
reciprocalized verb, or twice, with the double spell-out being clearly preferred. We now
turn to an analysis of these facts in §5.

5 Towards an analysis

From the perspective of familiar cross-linguistic principles of affix ordering (derivation
closer to the root than inflection; prohibition on multiple exponence), Lusoga presents
two interesting puzzles: (i) derivational and inflectional suffixes both double; (ii) when
inflectional suffixes double, they do so on either side of derivation, violating the “split
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morphology” hypothesis. Thus, in a form like ti-[bal-é-gan-é ‘let’s count each other’
from (20b), the irrealis FV -e occurs both before and after the derivational reciprocal
suffix -gan-. While doubling of derivational suffixes has been previously discussed in the
Bantu literature (Hyman 2003b), the doubling of inflection has not. This is the final focus
of this study. Given that the doubling occurs in verbs containing the reciprocal suffix
-agan-, the question we face is what it is about this suffix that triggers the phenomenon.
Why is it only the reciprocal that does this?

Our hypothesis is that the phonological form of the reciprocal has led to a reanalysis
of the internal morphological structure of the reciprocalized Lusoga verb stem. The re-
ciprocal suffix -agan- is the only Lusoga derivational suffix which is both disyllabic and
a-initial. Taken together, these phonological facts are consistent with a reanalysis of the
verb stem in which the reciprocal suffix is bimorphemic, -a-gan. Because of its phonolog-
ical identity, the -a- portion became identified with the default FV -a. At the same time
this permitted the reanalyzed reciprocal suffix, -gan-, to conform to the default -CVC-
verb root structure.

As a result of this reanalysis, the verb structure in (28a) became reinterpreted as in
(28b), where we use # to indicate the internal stem boundary:

(28) a. Expected (inherited) b. Unexpected (innovated)
Roort-Reciprocal-FV Roor-FV#Reciprocal-FV
Roor-agan-a Roort-a#gan-a

From this step, the following analogical reanalyses follow straightforwardly, with allo-
morph variation in (29b) conditioned by the phonological size and shape of the root:

(29) a. Expected (inherited) b. Unexpected (innovated)
Root-agan-e Root-e#gan-e (irrealis)
RooT-agan-ir-e Roort-ir-e#gan-ir-e (perfective)

In (29a) inflectional -e and -ir-e are suffixed after derivational -agan-. (We show the
perfective as -ir-e in the above, although its exact allomorph will vary, as pointed out
in (22).) In (29b) we see the reanalysis brought on by analogy. As a result, from the
simple right-branching suffixing construction in (29a), reciprocal verb stems became
reanalyzed, optionally, as compounding, with two roots: the verb root, and -gan-. Both
are inflectable (29b), though it is possible also to inflect only the verb stem as a whole
(29a).

As indicated, the compounding account allows us to account for the apparent affixa-
tion of the inflectional suffixes -e and -ir-e inside of a derivational suffix, the restructured
reciprocal -gan-. These suffixes also potentially precede the short causative -i-. The in-
flection of stems containing both -(a)gan- and the short causative is seen in the following
six alternants, based on the causative verb -liim-i- ‘injure’, where -i- glides to [y] before
the following vowel:’

7 Although the verb root -liim- means ‘bite’, the semantics of the lexicalized causative verb -lum-i- ‘injure,
cause pain’ is most clearly seen in the corresponding lexicalized passive verb -lum-u- ‘to ache, be in pain’.
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(30) ‘let’s injure each other’

a. tu-[lum-y-agan-é

tu-[lum-agan-y-é
tu-[lum-y-agan-y-é

b. tu-[lum-y-é-gan-é
tu-[lum-é-gan-y-é
tu-[lum-y-é-gan-y-é

The options in (30a) all follow the expected parsing, with -agan- treated as a derivational
suffix. Those in (30b) represent the claimed restructuring in which the FV -e occurs both
before and after reciprocal -gan-. In each set, causative -i- appears immediately after the
root in the first example, after the reciprocal in the second, and both before and after
in the third. In the last two examples of (30b), the first (inflectional) -e occurs not only
before -gan-, but also before the (derivational) causative -i- suffix. Parallel cases could be
illustrated in which -i- combines with the various perfective allomorphs. Our analysis,
which assumes a double or compound stem structure, each of which is independently
inflected, thus nicely accounts for the above (and other) cases where the inflectional
FV linearly precedes (restructured) reciprocal -gan- and potentially other derivational
suffixes.

(1)

Root-(ext;)-(FV;) gan-ext;-FV;

Before moving on to our conclusion, we briefly cite phonological evidence for our
analysis from closely related Lulamogi, which also optionally realizes the inflectional
FV both before and after reciprocal -gan- (Hyman In press). In this language, there are
two facts concerning vowel length and (pre-)penultimate position that are relevant to
the analysis of the reciprocal. First, a word-initial V- prefix lengthens if it is followed by
a monosyllabic stem (i.e. if it is in penultimate position). This is seen in (32a):

(32) a. /a-[ti-a/ — Ad-[ty-4 ‘s/he fears’
b. /ba-[ti-d/ — ba-[ty-4 ‘they fear’
c. Ja-[sék-a/ — a-[sék-a ‘s/he laughs’

As seen in (32b), if the word-initial prefix has the shape CV-, its vowel doesn’t lengthen,
while in (32c) /a-/ fails to lengthen because it is in pre-penultimate position. The second
length-related phenomenon is exemplified in (33):
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(33) a. /tu-[a-ti-a/ —  tw-34-[ty-a  ‘we will fear’
b. /tu-a-[sek-a/ — tw-a-[sék-4a ‘we will laugh’

In (33a), the prefix sequence /tu-a-/ (1PL-FUT) undergoes gliding + compensatory length-
ening to be realized [tw-44-] in penultimate position. In (33b), on the other hand, the
same gliding process applies, but the result is short [tw-4-], since prefixal vowel se-
quences are realized short in pre-penultimate position.

A systematic exception to both penultimate prefixal V-lengthening and pre-penulti-
mate prefixal V+V shortening occurs when reciprocal -agan- is suffixed to a monosyllabic
verb root:

(34) a. aa-[ty-4gan-a ‘s/he often fears’
b. tw-44-[ty-agan-4 ‘we will fear each other’

In (34a), where -agan- is used as a frequentative suffix, the initial subject prefix a- length-
ens even though it is in pre-penultimate position. In (34b), the [tw-44-] sequence remains
long even though it too is in pre-penultimate position. Note also that the first vowel of
the -ty-agan- sequence is short, i.e. compensatory lengthening appears not to apply. All
of these observations can be accounted for if we assume the same analysis as in Lusoga:

(35) a. /a-ti-a#gan-a/ —  aa-ty-a4gan-a ‘s/he often fears’
b. /tu-a-ti-a#gan-a/ — tw-aad-ty-agan-a ‘we will fear each other’

In (35) the # symbol again represents the boundary between the two stems. The result in
(35a) is that the initial /a-/ is now in penultimate position in the first stem and is thus free
to lengthen. In (35b) the /tu-4-/ is now also in penultimate position, and so [tw-aa-] fails
to shorten. Taken alone, either our Lusoga analysis or this Lulamogi analysis of Hyman
(In press) might seem overly speculative—and especially surprising from a traditional
Bantu perspective. However, taken together, the two sets of facts support each other. In
fact, Lulamogi is the only other Bantu language we are aware of that allows the option
of spelling out the FV both before and after the reciprocal extension. Thus compare the
following with Lusoga (20a,b):

(36) ‘let’s count each other’
a. tu-[bal-agan-é
b. ta-[bal-é-gan-é

As we stated earlier, we think this reconceptualization is due to the fact that -agan- is the
only highly productive suffix that could be re-interpreted in the way we have suggested.
It is significant that the historical Bantu reciprocal suffix *-an- often joins with other
suffixes to make a -VCVC- conglomerate (cf. Bostoen & Nzang-Bie 2010: 1289-91 for
further discussion). In Lusoga, Lulamogi, Luganda, and many other Bantu languages,
*-an- has joined with an archaic *-ang- or *-ag- extension which likely had an original
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pluractional interpretation.® As we have suggested, the shape and “weightiness” of the
resulting -agan- has led to multiple exponence and inflectional “entrapment” within the
derivational morphology of the verb stem in Lusoga (and Lulamogi). We consider further
implications in the next section.

6 Conclusion

In the preceding sections we have documented multiple exponence of derivational suf-
fixes (§3) and inflectional suffixes (§4) in Lusoga, and have proposed a restructuring
analysis of *-agan- > -a-gan- in §5 to account for the multiple copies of the inflectional
FV in -e-gan- sequences. Harris & Faarlund (2006) discuss instances in which grammati-
calization of an outer affix “traps” an inner one, with the result that the two affixes occur
in an unexpected order. Loss of the trapped affix is an attested diachronic repair for this
“entrapment” situation; doubling (by addition of an outer inflectional affix) is another.
Lusoga, however, appears to illustrate reanalysis of a different kind, in which an exist-
ing affix is reanalyzed as a root, and doubling represents agreement in a compounding-
like structure of the sort proposed by Inkelas & Zoll (2005) for reduplication, in which
doubled morphemes can also show divergent allomorphy of the kind displayed by the
perfective complex in Lusoga. If correct, the Lusoga facts are important both from a
synchronic and diachronic point of view. An historical change of *affix > root would
contradict the more broadly attested grammaticalization pattern *root > affix (but see
Norde 2009). Synchronically, multiple exponence of the inflectional ending is quite dif-
ferent from the doubling of derivational suffixes. While the latter has been interpreted as
the resolution of a template-scope mismatch, perhaps spelled out cyclically, this cannot
work for inflectional doubling. In the examples in (30) above, it was seen that the deriva-
tional causative -i- can appear once or twice: It can appear either before the reciprocal
(-i-agan-), after it (-agan-i-), or both before or after (-i-agan-i-). However, we have thus
only shown two possibilities concerning inflectional FVs such as subjunctive -e. In (20),
repeated as (37a,b), we saw that -e can appear either after -agan- or both before and after
-agan-:

(37) a u-[bal-4gan-é  ‘count each other!’
u-[bal-Agan-é  ‘let’s count each other!’
ti- ba a-[bal-agan-é  ‘they will not count each other’
b. u-[bal-é-gan-é ‘count (pl.) each other!’
u-[bal-é-gan-é ‘let’s count each other!
ti- ba -[bal-é-gan-4 ‘they will not count each other’
c. u-[bal-é-gan-4 ‘count each other!’
u-[bal-é-gan-a ‘let’s count each other!’
*ti- ba -4-[béal-é-gan-4  ‘they will not count each other’

8 While the most general realization of the reciprocal is -agan- in Luganda, the form is regularly -annan-
after CV verb roots, e.g. mw-annan- ‘shave each other’. Since -annan- derives from *-angan- via Meinhof’s
Law (Katamba & Hyman 1991: 192-193), this provides evidence that the earlier bimorphemic form was
likely *-ang-an- in all three closely related languages.
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However, (37c) shows that it is not possible to express the inflection only on the first
stem. These facts motivate the compounding structure we have offered for the Lusoga
verb stem, and suggest that the second member, on which inflection is obligatory, is the
head, and agreement in derivational and inflectional properties is optionally enforced,
explaining the presence of duplicate morphology on the first constituent. The structures
in (37) are not amenable to a cyclic analysis proceeding bottom-up from the verb root.

In Lusoga, compounding, derivation and inflection are intermingled in typologically
unusual ways. The complexities of the system — and of multiple exponence in general
(Anderson 2015: 21) - give credence to views in which morphology is a component of
grammar with its own internal morphotactic organization; it does not mirror syntax
directly and thus cannot be reduced to syntactic principles. This is a result of which we
think Steve would approve.
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Chapter 10

Romansh allomorphy (Again!)

Martin Maiden
Oxford University

This essay resumes a debate which has continued for some years between me and Stephen
Anderson regarding the correct analysis of a complex set of data from the verb morphol-
ogy of the Romansh dialect of Savognin. Anderson believes that the data are an example
of “phonologically conditioned allomorphy”, whilst I maintain that they exemplify “mor-
phomic”, or autonomously morphological, alternation patterns, whose only phonological
motivation lies in diacrhrony. I reply below to Anderson’s most recent analysis of the data,
by discussing reasons in support of my “morphomic” account. I conclude, however, by con-
sidering the possibility that our two accounts may be too exclusivist in their respective
“phonologizing” and “morphologizing” stances, and that they are not necessarily wholly
incompatible.

1 Introduction

Some readers might regard this essay as an example of chutzpah, or downright imperti-
nence, but it is a sincere mark of respect for Steve Anderson that I feel able to disagree
with him even in a collection published in his honour. One would not do this with a
less intellectually generous scholar. What follows is, in fact, a further instalment in an
amicable difference of opinion I have had with him for some years (see Anderson 2008;
Anderson 2011b; Maiden 2011b; Anderson 2013) concerning the analysis of a set of data
from some Romansh dialects, and principally, the Surmiran variety spoken in Savognin.
Readers, and not least the honorand himself, may be feeling that there is little left to say.
That there is reason to continue the debate is suggested, for example, by Andrea Sims’
deft review of the issues (Sims 2015: 202-206), to which I return in my conclusion.
Anderson’s analysis displays not only his characteristically penetrating theoretical
rigour, but also a quite formidable grasp of the data. Reasons of space, and the fact
that the data are lucidly laid out by him in previous publications (e.g., Anderson 2008,
2011) permit me to do no more here than summarize them: Savognin has a recurrent pat-
tern of vocalic alternations] in the verb root (or “stem”), such that one alternant occurs
in the root of the singular and third person forms of the present indicative imperative,
throughout the present subjunctive, and also in third conjugation infinitives, while an-
other occurs in the root in the remainder of the paradigm. What is involved originates

Martin Maiden. 2017. Romansh allomorphy (Again!) In Claire Bowern, Laurence
I Horn & Raffaella Zanuttini (eds.), On looking into words (and beyond), 189-211. Berlin:
Language Science Press.
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as alternation in vowel quality, phonologically conditioned by stress. The distinctions
between stressed and unstressed positions may additionally manifest as differences in
the number of syllables in the root, and in sundry consonantal alternations, including
metathesis. In fact, what Savognin (and Romansh generally) exhibits is an unusually
florid manifestation (in respect of the range of different alternation types involved) of a
pattern of alternation recurrently attested across Romance languages, and I have argued
extensively (e.g., Maiden 2005; 2011c) that it arose historically because of stress-related
vowel differentiation, but then became “autonomously morphological” or “morphomic”
in nature, being no longer determined by stress, but simply by the heterogeneous set of
paradigm cells, one property of which is that they are “rhizotonic” (i.e., stressed on the
lexical root). This set I label (for reasons that are here unimportant) the “N-pattern”. Im-
portant diachronic proof that the N-pattern is independent of phonological causation is
the rise in various Romance languages of alternation patterns whose phonological con-
tent cannot possibly ever have been determined by stress (including lexical suppletion),
but which replicates the pattern originally “etched out” by the effects of stress. The
distribution of alternation found in Savognin constitutes a widespread variant of this
“N-pattern”. ! There is no space to recapitulate all the data and arguments, but crucially
Anderson (e.g., 2010: 25;2011: 34f;2013: 10,16,23;2011: 173) accepts the “morphomic” na-
ture of the “N-pattern” and its importance in determining morphological change in the
Romance verb generally. He believes, however, that modern Savognin (and other Ro-
mansh varieties: cf. Anderson 2013) is, in effect, a “special case”, indeed a prime example
of ‘phonologically conditioned allomorphy’. He convincingly shows that the alternation
types involved have often become so disparate, and refractory to unique underlying rep-
resentation, that they must be represented directly in the grammar, but he also argues
that the alternant-pairs characteristically contain one member more suited to appear un-
der stress, and another more suited to appear in unstressed position (Anderson 2011b: 18),
and that the alternants are accordingly conditioned by the presence vs absence of stress.
He also shows that the position of stress in Savognin is systematically predictable from
the segmental content of the word-form. It follows that the alternations are fully pre-
dictable from the position of stress, and that appeal to the “N-pattern” is inappropriate.
My response, in nuce, has been that there exist nonetheless within Savognin morphologi-
cal phenomena that really are irreducibly “morphomic” and follow the N-pattern. Given
this, I say that Anderson misses an important generalization by divorcing the vocalic
alternations from clear-cut cases of the N-pattern. Anderson’s response is, in effect, that
my alleged N-pattern examples are secondary effects of the principle of stress-related
allomorph selection, and that invocation of the morphome risks missing another signifi-
cant generalization, namely that the alleged stress-related alternations found in the verb
are found across the grammar, outside the verb.

I need to comment briefly on a methodological assumption. Steve Anderson objected
to me orally some years ago (cf. also Anderson 2011b: 13f.;17) that I could not draw in-

! Savognin is among a number of Romance dialects where the N-pattern alternant also appears in the first
and second persons plural present subjunctive. The reasons are complex and not immediately relevant here
(cf. Maiden 2012).
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ferences about Savognin from apparently parallel developments in other Romance lan-
guages for which my “morphomic” analysis seemed correct, observing quite reasonably
that the inhabitants of Savognin were “not Romance linguists” (and therefore could not
know about what happens in other Romance languages). My very delayed response is,
in effect: “Yes, but they are still Romance speakers”. Let us suppose that in some other
Romance variety, distant both historically and geographically (a real case is Romanian),
virtually identical patterns of alternation are found, except that this time they are clearly
morphomic; let us further assume that the analysis appropriate to, say, Romanian is per-
fectly possible for Romansh, even though rival possible accounts exist. Obviously native
speakers of Romansh are not native speakers of Romanian, nor are they Romance lin-
guists enjoying Olympian vistas over comparative Romance morphology: nothing we
could say about Romanian could ever be definitively probative for Romansh. What does
not follow, however, is that the comparative evidence can be ignored. Speakers of both
languages obviously have the same mental endowment, and both languages have inher-
ited much that is structurally common, particularly with regard to the organization of
the inflexional morphology of the verb. What this means is that an analysis which is
Jjustified for Romanian deserves consideration as plausible for Romansh. The Romance
languages ought not to be treated as hermetically isolated entities: rather, the analysis
of one variety should always be allowed to inform that of another. That, in fact, is one of
the reasons for doing Romance linguistics from a comparative perspective (in fact, there
is no other way of doing it), and in the following pages the analysis will frequently be
guided, with all due caution, by comparisons and inferences across cognate but separate
varieties. I now examine the facts which seem to me to require acknowledgement of the
morphomic N-pattern in Savognin.

2 Suppletion: dueir and deir
The verb dueir ‘must, be obliged to (cf. German sollen)’ (from Latin DEBERE) plays a

central role in the debate, because it has a suppletive root allomorph in precisely that set
of cells which, in other verbs, displays the “stressed” alternant (Table 1):

Table 1: Dueir in Savognin

INF duéir

PST.PART duia

GER duond

1sG 2sG 3sG 1rL 2PL 3pL
PRSIND st stost sto duagn duéz ston
PRS.SBJV  stoptga stoptgas stoptga stoptgan  stoptgas  stoptgan
IPF.IND duéva duévas duéva duévan duévas duévan
COND duéss duéssas  duéssa  duéssan  duéssas  duéssan
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The suppletive forms are taken from another verb, stueir ‘must, be necessarily the case

(cf. German miissen)’, which unlike dueir continues to have its own complete paradigm
(Table 2):

Table 2: Stueir in Savognin

INF stuéir

PST.PART  stuia

GER stuénd

1sG 2sG 3sG 1PL 2PL 3pL
PRS. IND  st0 stost sté stuagn stuéz stén
PRS. SBJV  stoptga  stoptgas stoptga  stoptgan  stoptgas  stoptgan
IPF stuéva  stuévas  stuéva  stuévan  stuévas  stuévan
COND stuéss stuéssas  stuéssa  stuéssan  stuéssas  stuéssan

For Anderson (2008; 2010) dueir is a defective verb and its pattern of alternation is
a matter of phonologically conditioned allomorphy: he believes that the explanation of
the suppletion is that dueir lacks a stressed stem-alternant, having only unstressed /d/.
Since /dw/ contains a vowel whose phonological characteristics debar it from occurring
under stress, speakers in effect plug the resultant phonological gap by borrowing ap-
propriate stressed forms from a near synonym of dueir, namely stueir. My view, from
comparative and diachronic evidence, is that it is highly unlikely that dueir could ever
have been, in any relevant sense, “defective”, and that even if it were, the filling of the al-
leged gap could have nothing to do with phonology. Indeed, any explanation in terms of
phonological conditioning crucially fails to account for the fine details of the allomorphy.
If I am correct, and what we observe is a pattern of allomorphy identical in distribution
to the vocalic alternations, yet independent of phonology, then in principle whatever
explains the paradigmatic distribution of forms of dueir should also be available to ex-
plain the vocalic alternations. Indeed, considerations of economy would lead us to prefer
that single explanation. This is a view that I have expounded before (e.g., Maiden 2011b:
46-49), while Anderson, in his latest discussion 2013: 8 states that there are no new
facts, and that we simply disagree. I think that the facts remain very important, and I
(re-)present them below in a slightly revised form.

The ‘defectiveness’ of dueir is the effect, not the cause, of the suppletion. All sup-
pletive verbs whose morphology reflects the incursion of forms of the paradigm of one
lexeme on the paradigm of another are, in one sense, “defective”. If, for example, Grisch
(1939: 89f.n5), DRG s.v. dovair, p.378, Decurtins (1958: 155;158), or Signorell, Wuethrich-
Grisch & Simeon (1987: 165f), describe Romansh reflexes of DEBERE as “defective”, this
simply means that there are parts of the paradigm occupied by forms which are patently
unconnected (diachronically or synchronically) with dueir, and which obviously are con-
nected with stueir. This does not mean that the paradigm of the lexeme meaning ‘must’
somehow has “holes” in it.
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One might object that the independent existence of stueir as a verb with its own full
paradigm (and indeed with its own distinctive meaning, as I explain shortly) is grounds
to view those forms of it which appear inside dueir as synchronic interlopers drafted in
to occupy otherwise “empty territory”. Such reasoning would force us into the highly
counterintuitive position of claiming, for example, that Savognin esser ‘to be’ is “defec-
tive” in respect of its past participle, because the latter has the form sto which is also
(and transparently) the past participle of a different verb, star ‘to stand’. This is actually
a case where there was, historically, defectiveness: the Latin ancestor of esser had no
past participle, for semantic reasons. It is only with the rise in early Romance of verbal
periphrases comprising auxiliary + past participle, that the verb ‘be’ needs to fill the past
participle “slot”, and it does so (in some regions) by supplying the missing form from the
past participle of STARE ‘stand’. But the idea that, in modern Romansh, the verb ‘be’
lacks a past participle and “borrows” it from star seems peculiar, given that the verb ‘be’
itself, and the use of forms of it involving its past participle, are utterly basic. Indeed, to
the best of my knowledge no grammarian of the Romance languages has ever described
the wholesale suppletion of ‘be’ in the Romance languages as involving “defectiveness”.
If one can analyse Savognin esser as suppletive but not defective, then surely the same
analysis should be available for dueir.

My principal difficulty with Anderson’s analysis of dueir is that I see absolutely no
motivation to view this verb as defective, beyond the morphological facts which are the
explanandum. All its cells are well and truly filled — and it is almost inconceivable that
a subset of present-tense cells of a verb expressing such a basic meaning could ever be
empty. Here, again, a comparative perspective is useful. Virtually all Romance languages
conserve reflexes of DEBERE, with a full inflexional paradigm, and no Romance languages
show any sign of defectiveness in the verb meaning ‘must’, whatever its origin: there is
no reason for parts of its paradigm to be missing. Many Romansh dialects indeed have
a full paradigm all of whose forms still continue DEBERE (see Decurtins 1958: 152f. DRG
s.v. dovair), and the rhizotonic forms (usually dé-) are robustly attested from the earliest
records, including in central dialects (of which Savognin is one); cf. also Anderson (2010:
30;32). There is simply nothing in the phonology of these dialects, either synchronically
or diachronically, which could have determined deletion of such stressed forms, and the
defectiveness certainly cannot be explained as a phonological effect of stress.

Anderson (2010: 32) suggests that “the primary factor in the emergence of defective-
ness in Surmiran dueir, as well as the complementary pattern in the Engadine languages,
was the morphologization of the vowel alternations in Swiss Rumantsch. If we hypoth-
esize that this was combined with reduced use of the verb due to competition with oth-
ers such as stueir, it could well have led to the present situation with only one stem

2 Could a stress-based account be salvaged if, unlike Anderson, one said that any kind of alternation, in-
cluding an alternation where one of the alternants was zero, could be effected by stress? Given that the
position of stress in Savognin is predictable on grounds of segmental phonological content, one can hardly
invoke the case of zero alternants which would, by definition, lack any segmental content. The best one
could say is that zero forms appear in those parts of the paradigm where stress would normally be expected
to appear. But then one would have to ask: “Where would stress normally be expected to appear?”, and
the answer would be purely morphological: “the N-pattern”.
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conserved”. I discuss later the nature of the “competition” from stueir, which involves
overlap and replacement, not defectiveness. As for the alternation, regular sound change
would indeed have given rise to a unique alternation between a stressed alternant /de/,
and unstressed alternant /du/ (in the latter the back vowel is the result of an adjust-
ment of the unstressed front vowel triggered in the environment of a following labial
consonant: cf. Italian 3sG.PRS.IND déve vs INF dovére). But the notion that Romansh
would eliminate an alternation type because it was “morphologized” (or, perhaps bet-
ter, idiosyncratic and unpredictable), especially in such a high-frequency verb, seems
unlikely, particularly given that Romansh is notable for retaining extreme and idiosyn-
cratic patterns of vocalic alternation, even in isolated verbs which surely have a much
lower frequency of use. Rogers (1972), in an analysis of Surselvan, lists no fewer than
eleven sets of vocalic alternation each apparently limited to just one verb, with meanings
such as ‘vomit’, ‘scythe’, ‘drivel’ - all without sign of resort to defectiveness; see also my
discussion of Savognin deir ‘say’, below. One might add that the most natural response
to any idiosyncratic type of alternation would surely be not to create a “gap”, by jetti-
soning one alternant, but to attempt some kind of “repair” by analogically remodelling
the alternants to be less different.> The last thing one expects is a reaction resulting in
an alternation which, by virtue of being suppletive, is even stranger than the rejected
original.

Viewed in a comparative-historical perspective, the notion that the Savognin reflexes
of DEBERE could be in any significant sense “defective” seems most unlikely. And even if
it were defective, the suppletive filling of the alleged gaps would take place because the
gaps needed filling, not specifically because of the lack of a “stressed” alternant. What
that perspective does suggest, however, is a different scenario (see also Maiden 2011b:
46-49), which involves not “gaps” but “overabundance” (cf. Thornton 2011), in which
more than one realization became available for certain cells of the paradigm of dueir,
and in which one of the alternative realizations ultimately prevails. This situation arises
from particular discourse-related circumstances. The reflexes of DEBERE are subject in
Romansh and beyond to intensive competition from other nearly synonymous alterna-
tives.* I have no space to detail the facts or the mechanisms (see Maiden 2011b),> but
essentially what appears to be involved is “face-saving”: speakers avoid the charge of
moral obligation inherent especially in present indicative forms of dueir by resorting to
alternatives such as expressions equivalent to ‘ought’ (e.g., conditional forms of the verb),
or expressions meaning “absolute” (rather then “moral”) necessity, which is exactly ex-
pressed by stueir. This tendency created, I suggested, a situation in which the frequent
use of stueir alongside dueir in the present tense led to effective synonymy between the
two forms, eventually resolved by replacing dueir with stueir according to the familiar
pattern of alternation (the “N-pattern”) associated with vocalic allomorphy (a type of

3 In any case, Savognin stems do sometimes have “inappropriate” forms. Thus Anderson (2011b: 32) dis-
cusses verbs such baitar ‘babble’ which has a stem suitable for stress only, but which is is nonetheless used
throughout the paradigm in unstressed environments as well.

4 See further Stiirzinger (1879: 49); Tagliavini (1926: 84); Kramer (1976: 64); Maiden (2011a)

5 In addition to the sources cited by Maiden (2011a), see also Pult (1897: 166f.) for the suppletive introduction
of forms of the verb ‘want’ in the dialect of Sent.
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reaction to synonymy attested elsewhere in Romance: cf.Maiden 2004; 2006). The same
paradigmatic distribution, reflexes of DEBERE alternating this time with those of conu-
ENIRE (originally meaning ‘be fitting’), emerges from ALDII (maps 829-833; 836—838),
for Peio (point 54) and S. Michele all’Adige (point 66). The disappearance of reflexes of
DEBERE from certain cells of the present indicative and the present subjunctive of dueir
never involved “defectiveness”, and has never had anything to do with phonology. The
perception of “defectiveness” is a synchronic effect of the suppletion.

Crucially, the suppletive fusion of dueir and stueir in Savognin is of a significantly
different kind from the alleged phonologically conditioned allomorphy of the vocalic
alternations. The latter is a binary correspondence between alternants and stress: one
alternant is selected under stress, the other elsewhere. The putative relation between the
dueir - stueir alternation and stress can only be described as binary at a level which is in
factlacking any phonological content. For what, in the case of the suppletion, is allegedly
selected by stress is not a form correlated with stress, but a whole array of phonologi-
cally and morphologically different forms. As Anderson himself points out 2008: 124,
“it is not just a single stem, but the full range of irregular forms of stueir (ia sto, te stost, el
sto, els ston; Subjunctive ia stoptga, etc.) that replaces those of dueir where stress would
fall on the stem”” More exactly: “the first and second person singular, and third person,
forms of the indicative of stueir are mapped onto the first and second person singular,
and third person, forms of the indicative of dueir, and the present subjunctive cells of
stueir are mapped onto the corresponding cells of dueir”. Only this way do we get the
observed distribution. In effect, it is not “a stem”, but an entire, morphomically defined,
“slab”, of the paradigm of stueir, a set of full word-forms replete with their own internal
allomorphic idiosyncrasies, that has been mapped onto dueir. A rule of phonologically
conditioned allomorphy involving stress could in principle select a stressed root allo-
morph of stueir and introduce it into dueir, but it could not necessarily insert the right
root allomorph in the relevant cell. A rule that identifies a morphologically-defined por-
tion of the paradigm as that in which the replacement of one lexeme by the other can
do just that.

Dueir exemplifies lexical suppletion (“incursion”, in the terminology of Corbett 2007),
where one historically distinct lexeme obtrudes on the inflexional paradigm of another
lexeme. Another diachronic route to suppletion is regular sound change so extreme
in its effects that the synchronic result is allomorphy such that the alternants bear no
phonological relation to each other. Savognin has at least one case of phonologically
induced suppletion, namely deir ‘say’, which inflects as in Table 3:

¢ Anderson (2010: 29) even calls this verb “suppletive”.

7 As mentioned earlier, if we ask “where stress would fall on the stem”, the answer is ineluctably morpho-
logical: in the cells of the singular and third person present and imperative and in the present subjunctive.
It seems to me useless to say, instead, “wherever the endings would be unstressed” because the third per-
son singular has no ending, and the distribution of the remaining, unstressed, endings turns out to be the
morphomic N-pattern.
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Table 3: Deir in Savognin

PST.PART  détg

GER schond

1sG 28G 3sG 1rL 2PL 3PL
PRS.IND  déi déist déi schagn schéz déian
PRS. SBJV  schéia  schéias  schéia  schéian  schéias  schéian
IPF schéva  schévas  schéva  schévan  schévas  schévan
COND schéss  schéssas schéssa schéssan  schéssas  schéssan

I cannot here retrace the phonological history of this verb in detail. Suffice to say
that the historically underlying root was *dik-, and that sound changes involving, in par-
ticular, deletion of unstressed vowels and assimilation of resulting consonant clusters,
created the modern situation. The rather unusual present subjunctive of this verb hap-
pens to show the effects of analogical levelling in favour of the originally arrhizotonic
first and second person plural form stems togther with the associated stressed inflexional
ending (cf. Decurtins 1958 for the reflexes of AMBULARE / IRE, DICERE, UENIRE, HABERE, Or
SAPERE in Samedan, Parsons, and Razen for other Romansh examples of this kind; further
discussion also in Maiden, in progress). That aside (and there is every reason to believe
that the déi- root originally occurred as expected in the present subjunctive), this verb
shows N-pattern suppletion. Anderson (2011b: 17) acknowledges that it is “genuinely
suppletive” and that “the choice of stem is determined by morphosyntactic features”. He
defines in the same way some other, less radically suppletive verbs, for which I give here
just the present-tense forms, e.g, (vu)léir ‘want’, néir ‘come’ (Table 4):

Table 4: (Vu)leir and neir in Savognin

PRS.IND Vi vot vot léin léz vottan

PRS. SBJV  viglia wiglias wviglia viglian viglias wviglian

PRS.IND  vign  vignst vigna nin niz vignan

PRS. SBJV  vigna vignas vigna wvignan vignas vignan

If we acknowledge that deir and some other verbs have (near-)suppletive patterns de-
termined synchronically by morphosyntactic features, then we have to admit the pres-
ence of the morphomic N-pattern in Savognin. Yet if we say that the vocalic alternations
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are still a matter of “phonologically conditioned allomorphy”, then the fact that they
show exactly the same paradigmatic distribution becomes uncomfortably coincidental.

3 The “augment”

The “augment” is a functionally empty formative which, in certain cells of the inflexional
paradigm of the verb, occurs between the lexical root and desinences denoting tense,
mood, person, and number (for detailed discussions of its nature and origins, which lie
in Latin and proto-Romance Aktionsart suffixes, see especially Maiden 2003;2011: 249—
53;2016: 715f.). In Latin, the relevant affixes were restricted to imperfective-aspect forms,
but had no restrictions for person, number, or tense. In most Romance languages, aug-
ments are associated with particular inflexion classes (in Romansh, usually the first and
fourth conjugations), and have become restricted to certain cells of the inflexional pa-
radigm defined by tense, mood, person, and number. In Savognin, the augment occurs
solely in the singular and third person forms of the present indicative, and in all forms
of the present subjunctive. That is to say, of course, that it has exactly the same paradig-
matic distribution as the “stressed” vocalic alternants, a fact which clearly suggests a link
between them. Thus first conjugation luscharddr ‘strut’, and fourth conjugation tradéir
‘betray’ (Table 5):

Table 5: The augment in Savognin first and fourth conjugation verbs

1sG 2sG 3sG 1rL 2PL 3pPL

First conjugation

PRS. IND  luschardésch  luschardéschas luschardéscha luschardagn luschardéz luschardéschan
PRS. SBJV  luschardéscha  luschardéschas luschardéscha luschardéschan luschardéschas luschardéschan
IPF.IND luschardéva luschardévas luschardéva luschardévan luschardévas luschardévan

Fourth conjugation

PRS.IND  tradésch tradéschas tradéscha tradign tradiz tradéschan
PRS. SBJV  tradéscha tradéschas tradéscha tradéschan tradéschas tradéschan
IPF.IND tradiva tradivas tradiva tradivan tradivas tradivan

It is undisputed that the distribution of the Romance augment cannot be explained,
diachronically or in modern varieties, as the output of any kind of phonological process.
The view that I have developed (see, e.g., Maiden 2005; 2011b,c) is that the redistribu-
tion of the alternant from Latin to Romance is purely morphologically determined, and
reflects sensitivity to a paradigmatic pattern created, originally, as an effect of vocalic
alternations between stressed and unstressed vowels: the same pattern can be shown
to have provided a “template” for the suppletive merger of distinct lexical verbs in var-
ious Romance languages (notably, the verb ‘go’). I see no reason why what we see in
Savognin, and more generally in Romansh, should be viewed any differently: the distri-
bution of the augment appears a matter of pure morphology, and given that the vocalic
alternations have the same distribution as the augment, they too can be accounted for
in the same, purely morphological, terms.
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Anderson views the facts, in effect, in terms of a kind of “defectiveness”: verbs show-
ing the augment lack a stressed vocalic alternant, and the augment is inserted wherever
this occurs. Since the augment is inherently stressed, the preceding root-form must be
unstressed, and the lack of a stressed root allomorph is thereby resolved. My view is
that this analysis inverts cause and effect: it is not the case that the augment is applied
because there is no stressed root allomorph but, rather, that there is no stressed root al-
lomorph because the relevant cells of the paradigm are specified as being filled by forms
containing the augment. This latter analysis has the immediate advantage of avoiding
the problem of arbitrary stipulation of defectiveness in one set of cells only. After all, if
stressed alternants can be defective, why should not unstressed alternants too? Why do
we not also find, that is, verbs with a stressed alternant but not an unstressed one? And
if the distribution of the augment is dictated by the need to plug a phonological “gap”,
how is it that such gaps only occur in first and fourth conjugation verbs, precisely the
inflexion classes to which the augments are historically restricted across the Romance?

Discussion of the Savognin augment has tended to focus on first conjugation verbs,
where it is most productive, but where it still only constitutes a subset (and apparently a
minority) of such verbs. We should not forget that the augment also appears in the great
majority of fourth conjugation verbs (characterized by infinitives in -eir), a class com-
prising dozens of lexemes and endowed with some productivity. If we follow Anderson,
this means that almost all of the fourth conjugation is characterized by lack of a stressed
alternant. Nothing logically excludes this, but it seems counterintuitive to say that a
major, semi-productive, inflexion class is, in effect, “defective” in most of its present
tense. Nobody would countenance such an analysis for the cognate Romance varieties
(Daco-Romance, Italo-Romance, Catalan) where the fourth conjugation behaves in this
way.

Anderson (2011b: 22) points out that the augment frequently appears in neologisms,
including where speakers feel doubt about the identity of the stressed allomorph. This
does not mean, however, that the augment is usually a response to perceived lack of a
stressed alternant. Using the Savognin first conjugation verb luschardar ‘strut’ (exem-
plified above), Anderson (2008: 122) observes that: “The use of this pattern [...] has the
advantage that the speaker does not need to retrieve any information about the specific
alternation pattern of the stem in order to produce all of the correct forms. Otherwise,
it would be necessary to choose [...] among a variety of possibilities such as *luscharda,
*luscheirda, *luschorda, *laschurda, *laschorda, etc. Each of these patterns is more or less
secure with reference to at least some verbs in the Surmiran lexicon, but the availabil-
ity of the paradigm [given above] makes it possible to avoid the choice when positive
evidence is not readily available” The problem here is that that there is unequivocal ev-
idence for the stressed vowel. This verb is transparently and directly derived from the
nominal luschdrd ‘dandy, fop, vain, proud’, which actually contains, moreover, a highly
frequent stressed pejorative suffix -drd. In this case, the identity of the “right” stressed
alternant is patent. This is in fact true of a large number of other verbs that take -esch,
all transparently derived from nouns or adjectives whose stressed vowel is known (ex-
amples from Signorell 2001), such as those give in Table 6:
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Table 6: Nouns, adjectives, and derived verbs in Savognin

Basic noun/adjective Infinitive 3sG.prs.ind

cisél ciselar ciseléscha ‘chisel’
diméra® dimorar dimoréscha ‘dwell (-ing)’
discrédit discreditar ~ discreditéscha  ‘discredit’
fax faxar faxéscha ‘fax’

figura figurar figuréscha ‘figure’

film filmar filméscha ‘film’

firma firmar firméscha ‘sign (-ature)’
guid guidar guidéscha ‘guide’

liber liberar liberéscha ‘free’

nivél nivelar niveléscha ‘level’

odi odiiér odiéscha ‘hate’

penél penelar peneléscha ‘paint (-brush)’
schicana schicanar schicanéscha ‘chicane’
teléfon telefonar telefonéscha ‘telephone’
uniform uniformar uniforméscha ‘uniform’
vagabind vagabundar  vagabundéscha ‘bum’

What such derived forms lack is not a “stressed” alternant but an unstressed one: what
appears in the verb is simply the root of the corresponding rhizotonic nominal form.
Yet there is no sign of attempts to invent a predictable “unstressed” counterpart for the
stressed vowel of the base-form (e.g., INF **udiiér from the noun 6di after the model
of 35G.PRS.IND dérma ‘sleeps’ vs INF durméir) and quite simply the derived verb-forms
preserve the segmental identity of the base form. Many scholars have suggested that in
Romance generally the augment serves to obviate root allomorphy that might otherwise
occur in the lexical root. There are various reasons why this view does not account
for the facts (cf. Maiden 2011c: 251f), but note that in any case this kind of “solution”
comports a paradox: one type of alternation is merely replaced by another, that between
the augment and its absence, the augment itself retaining an irreducibly “N-pattern”,
morphomic, distribution.

Anderson (2013)broadens his survey beyond Savognin, arguing for a similar analysis
for other Romansh varieties. In fact, in dialects where stress has a somewhat different
distribution from Savognin, the augment duly follows that distribution. Thus Anderson
(2013: 21f.), in Vaz (Valbella; data from Ebneter 1981) the first person plural present indica-
tive, in addition to arrhizotonic forms, as in Savognin, also has rhizotonic forms with un-
stressed desinence -an, and the predicted “stressed” stem: e.g., INF amblidar ‘forget’, 1sG

8 In fact, diméra and firma below may be derived from the corresponding verbs (cf. Thornton 2004: 517, and
Cortelazzo & Paolo 1988 ss.vv. dimorare, firmare for this type in Italian). If this holds for Savognin, then
these verbs do possess a ‘stressed” alternant.
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ambléid, 1pL amblidain, but INF amprastar ‘lend’, 1sG amprést, 1PL ampréstan. Sometimes,
the same verb has two possible first person plural present indicative forms, e.g.: INF
gudair ‘enjoy’, 1sG giéd, 1PL guddin / giédan. In verbs taking the augment, there are, cor-
respondingly, forms in 1pL -din without augment (e.g., INF adordar ‘adore’, 1sG adorésch,
1pL adordin), and forms in 1pL unstressed -an duly showing it (e.g., INF habitar ‘inhabit’,
1sG habitésch, 1pL habitéschan). According to Anderson (2013: 23) such behaviour poses a
“problem” for the morphomic account, because “it is fairly clear that the stem alternation
and the appearance of -esch [...] are tied directly to the position of stress, even where this
is potentially variable, and not to a fixed set of morphological categories”. With respect
to Anderson, I think that it poses no such problem: all it shows is that whatever principle
governs the stressed root allomorph also governs the augment. In this particular case,
in fact, we are not dealing with a change in position of stress at all: rather, we have a
syncretism such that the first person plural form tends to be “taken over” by the third
person plural. This is quite systematic in Vaz (and elsewhere), and occurs independently
of stem stress (for example, in non-present forms).

More revealing is the case presented in Maiden (2011b: 45f.), of distributional discrep-
ancy between augment and stressed vocalic alternant. The dialects of the Val Miistair (see
Schorta 1938: 132) tend to place stress on the root of the infinitive in all conjugations.’
Indeed, they are unique among Romance languages in generally having rhizotonic in-
finitives even in the first conjugation, as shown in Table 7:*°

Table 7: Rhizotony in Val Miistair first conjugation infinitives

ARARE > ‘aror ‘plough’
CAPTARE > ‘cator ‘find’

FILARE > ‘filor ‘spin’
IEITUNARE > ja'ynar ‘fast’
LAETARE > lajdor ‘spread dung’
PESCARE > pefcor ‘fish’
SCOPARE > Jkuor ‘sweep’
tittare > tetor ‘suckle’
IANTARE > jaintor (or jan'tar) ‘breakfast’
telefonare > telefonar ‘telephone’

Schorta states, however, that root stress in first conjugation infinitives systematically
fails to happen in that class of first conjugation verbs having the element -aj-, which I

% Some second conjugation verbs are exceptions.

10 This phenomenon is mentioned by Stiirzinger (1879: 35) and Huonder (1901: 518f.), and is amply confirmed
by data from Val Miistair covered by ALDI/IL See also Grisch (1939: 222) for Vaz, Candrian (1900: 51) for
Stalla, Solér (1991: 135) for Schams.
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identify as the augment.!! Here, stress always remains on the ending of the infinitive:
e.g., INF be'tjar ‘baptize’, 35G.PRs betjaja; INF biar ‘build’, 35G.PRs biaja; INF gujar ‘dare’,
3sG.PrRs gujaja. The same holds of fourth conjugation infinitives, but apparently only
if they belong to that minority of verbs that lack the augment: Schorta cites INF finir
finish’, a verb which takes the augment; compare this with, e.g., INF bwodar ‘boil’ a
verb that does not show the augment). Now the most likely explanation of why the
augment does not appear in the infinitive here is that, in Romance languages generally,
root-stress in infinitives is limited to third conjugation verbs (cf. Maiden 2011c: 201f.
2016: 509), all other classes having non-rhizotonic infinitives. The augment, however, is
characteristic solely of the fourth and first conjugations, not the third. The third, while
a relatively small and unproductive class, contains some of the semantically most basic,
and highest frequency, verbs, and the appearance of root stress in the Val Mistair fourth
and first conjugations is almost certainly modelled, therefore, on the third conjugation.
If no augment can appear in first conjugation infinitives, it is because the distribution
of the augment is morphologically specified, and that specification happens to exclude
infinitives.

In Maiden (2011b) I argued as follows: if the function of the augment is in effect to
supplete the absence of a stressed root-alternant, and if infinitives in the Val Miistair are
generally root-stressed, then we should expect verbs with the augment duly to show that
augment in the infinitive, in lieu of root-stress (e.g., INF “*be'tjajor rather than the actu-
ally occurring be'tjar). The fact that the augment never appears in the infinitive therefore
also suggests that its distribution is independent of stress, and purely morphologically
specified. The only way to “save” the stress-based account (and this is what Anderson
2013 does) is to claim that the augment is inherently limited to “tensed” forms, and is
therefore not available for the infinitive. He observes, in support of his view, that it does
not occur, either, in participles or in “related non-verbal forms”. Since the augment also
appears in second person singular imperatives, it is not clear that “tensed” is quite the
right term: it might be more accurate to say that the domain of the augment involves
cells with values for person and number. But now Anderson’s claim must be that the
augment is selected in those parts of the paradigm specified for person and number
where stress would otherwise fall on the root, while my account can easily be reformu-
lated, if we wish, as also applying to those parts of the paradigm specified for person and

T must acknowledge here a different, and very careful, analysis of these facts by Kaye (2015: 291-310),
for whom -aj- is not the augment’ but part of the stressed lexical root of the verb, whose historically
regular unstressed counterpart is -j- (*bate'djare > be'tjar; *ba'tedja > *be'taja). In a form such as be'tjaja, on
Kaye’s account, the unstressed element -j- has been analogically generalized into the root of the stressed
alternant, originally of the type *be'taja < *ba‘tedja (Kaye 2015: 307); resistance of betjar (< *bate'djare)
to stress retraction is then, Kaye suggests2015: 309, a function of the degree of phonological difference
between stressed and unstressed root. I would observe that -aj- is exactly the expected reflex of the proto-
form of the augment (although rarely attested in the rest of Romansh, where is has been supplanted by
-ef-), and that it is not clear why the root found in the root-stressed present-tense forms of the verb would
be phonologically disfavoured in root-stressed infinitives. In fact, even if -aj- turns not to be, in origin,
an “augment”, such an analysis suggests that speakers have effectively analysed betj- as the lexical root,
treating -aj- as a kind of excrescent element following it, and one that occurs just in the N-pattern cells.
That is to say that its synchronic status is equivalent to that of the augment in other verbs.
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number, except for the first and second persons plural present indicative. Both accounts
acknowledge that the phenomenon is heavily morphologized, and applies over a domain
whose definition corresponds to no natural phonological or morphosyntactic class. Even
Anderson’s account is, I submit, implicitly “morphomic”.

4 The generality of the alternations: derivational
morphology

Anderson’s analysis gains support from the fact that the vocalic alternations that occur
within the verb also occur outside it: nouns and adjectives with stressed derivational
affixes show the corresponding “unstressed” vocalic alternants in the derived forms. The
sensitivity of these alternations to stress is thereby argued to be a general property of the
grammar, and not a peculiarity of verb morphology.morphology Take, for example, the
behaviour of the vocalic alternants in derivational morphology (Table 8), as presented
by Anderson (2011: 28-30;2013: 13-17):

Table 8: Vocalic alternants in Savognin derivational morphology

Verb Basic noun  Derived nouns
Infinitive 3SG.PRS.  PST.PART
guttar ‘drip”  gétta got ‘drop’ gutélla “drip’
liiér ‘bind’ léia léia ‘union’  liadéira ‘binding’
néiver ‘snow’  néiva navia néiv ‘snow’  navdglia ‘big snowfall’

In reality, this might be no more than the residual, and synchronically more or less
accidental, effect of historical differentiation of vowel quality according to stress. This is
suggested by the fact that there are derived